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I ntroduction
AERE WORKSHOP ON RECREATI ON DEMAND MODELI NG
Edward Morey
Robert Rowe
V. Kerry Smth
This introduction describes the objectives and organization
of the first AERE Wrkshop conducted under EPA Cooperative
Agreenent CR-812056-01-0 in Boul der, Colorado May 17-18, 1985 and
further describes the level of participation and reaction by
participants to the workshop. The topic of the workshop was
i ssues associated wth nodeling the demand and val uation of
recreational resources. Three thenes that are associated with
the current research on the econom cs of val uing outdoor
recreational resources provided the basis for organizing a day and
a half of sessions at the workshop.
The first of these thenes was in the nodeling of the role of
site attributes and determning the demand for recreationa
sites. There has been increased interest in the devel opnent of
nodel s for describing recreational behavior that take account of
attributes that distinguish recreational sites. For exanple, in
the case of water-based recreation, water quality would be one
attribute that would influence the character and types of
activities that could be undertaken in water-based recreation
sites. By contrast, for hunting recreation, the density and
types of gane resources influencing the |ikelihood of successfu
hunting experiences would be an alternative kind of
characteristic. In addition to these characteristics which fal

under the direct control of those managing the recreationa



resources, there are also neasures of congestion and the physical
features of the facility which may in sonme cases be either
directly or indirectly controll ed. Three conpeting frameworks
for nodeling these site attributes have arisen in the current
literature. They include the so-called varying paraneter nodel,

t he hedonic travel cost nodel, and the devel opnent of generalized
indirect utility function nodels. Since each of these franmeworks
has different data requirenents and nmakes different inplicit
assunptions about the structure of individual preferences and the
role of site attributes in them it was judged to be quite
important that we develop an understanding of the inter-relationship
between the nodels and their potential uses in the valuation of

t hese anenity resources.

Closely related in this nodeling question is the issue,
considered in the second session, of how to nodel the demands for
recreational sites within a given region. Once again, the sites
are likely to be differentiated by characteristics, but what is at
issue is the strategy adopted in trying to represent an
individual’s selection of these sites when patterns of use nmay be
such that only a subset of the sites are actually selected for
recreational use. The description of the role of site
substitution possibilities and the valuation of changes in site
anenities in this context beconmes quite inportant. For exanpl e,
it is entirely possible that a change in the characteristics of
one site may well lead to a change in the sites selected by
individuals for their recreational choices. Thus, sites that

were not used under one configuration of site attributes nay be



used under another and the welfare valuation problem becones
increasingly conplicated if the framework used to describe the
demand for sites and the role of substitution anong sites does
not accommodate this possibility.

Each of the three nodels described above offers the
potential, wth differing restrictive assunptions, for
accommodating site substitution behavior. However, they do not
reflect it in the general way that was described above. One
nmodel, for exanple, estinates the demand for site characteristics
al one and not the sites. This inplies that only one site is
ultimattely selected and all sites can be converted into
equi valent units of recreational services. Thus, the selection
of a site, once the conversion function is known, is apparent.
Anot her of the nodels restrictively assunmes that each individua
visits all of the sites. The restrictive assunptions in these
nodel s raise the general question of how to nobdel consuner denmand
theory allowing for corner solutions (i.e., the selection of zero
consunption levels for some comodities). Thi s, of course,

i ntroduces the substantive problens associated with welfare
analysis in discrete choice situations. Thus, the interaction of
all of these problens provided the basis for the second session.
The issues here had a great deal in conmon with those in the
first session and were discussed in a way that reflected that

i nteraction.

The objective of the third session was to appraise our
current understanding of the nodeling of non-user val ues.
Particular attention was focused on the inplications of the

conceptual definition of existence value and the ability to



nmeasur e exi stence val ues. In addition, the inplications of the
theoretical definition of option value for its enpirica
estimates were also a part of the third session

Over fifty participants attended the first workshop. The
format for the workshop elimnated formal discussants of papers
and instead relied upon interaction of authors, involvenent of the
session chairpersons, and commentary from the floor to draw out
the inter-relationships between the papers. Copies of all of the
papers were available to authors before the workshop and to al
other participants at the outset of the workshop in a |oosely
bound format which facilitated presentation and conmentary.
Havi ng access to the papers turned out to be essential to
pronoting interaction between authors and participants. Al
participating in the workshop who commented to the organi zers
suggested the discussion was lively and the interaction
exceptionally interesting.

The attached papers represent the drafts of the papers
submtted for the workshop. W will now be contactint Professor

Ronald G Cumm ngs, one of the editors of Water Resources

Research to determine if there is interest in devoting part

of an issue to shortened versions of the papers.
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Abst r act

A random utility model of recreational demand is devel oped which assunes that
utility has a random conponent from the individual's perspective at the

begi nning of the season. The specific application is to narine recreationa
fishing along the Oregon coast. The nodel is used to derive an exact expected
consunmer's surplus measure. If the individual is risk neutral, this expected
consuner's surplus neasure can be interpreted as an option price; an option
price is how nuch a fisherman would pay at the beginning of the season for the
option of visiting a particular site even though he mght not ever actually
visit that site. This expected consunmer's surplus nmeasure is also related to
the nore conventional determnistic consumer's surplus neasure.

*We wish to thank Phil Gaves, Dan Huppert, and Doug Shaw for their comments
The research underlying this paper was partially supported by the Nationa
Cceanic and Atnospheric Admnistration (NOAA Contract: NA83ABC00205)



In this paper a nultinomal logit nodel of recreational fishing demand is
specified and estimated. The specific application is to nmarine recreationa
fishing in Oegon. The nodel is used to calculate the expected conpensating
and equivalent variations associated with changes in catch rates and those
associated with the elimnation of different fishing sites and nodes (man-made
structures, beach and bank, charter boat and private boat) along the Oregon
coast. If the fisherman is risk neutral, these exact expected consuner's
surpl us nmeasures can be interpreted as "option prices". ! For exanple, the
expected conpensating variation for the elimnating of a site/mde is the
amount a risk neutral fisherman would pay at the beginning of the season for
the option of fishing at that particular site/node. A fisherman's expected
consumer's surplus for the elimnation of a site/nmode is an increasing func-
tion of the probability that he would have visited that site/node and this
expected consumer's surplus is positive even if he never would have actually
visited the site. The expected conmpensating variation is also related to the
more conventional determnistic conpensating variation which is the anount an
i ndi vidual would be willing to pay (or have to be paid) to bring about (or
accept) a change in the cost or characteristics of a site/node if he knew he
was going to choose that site/nmode with certainty.

The random utility logit nmodel is one of the few utility-theoretic nmodels
hhat can be estimated with the recreational data that is usually available.
Most recreational demand data is collected by conducting on-site interviews at
one or nore sites. The Marine Recreational Fishery Statistics (MRFS) Survey
used in this study is a prine exanple of one that conducted on-site interviews
at a nunber of sites. In such a survey one observes each individual's desti-
nation on only one of their trips during the season. No attenpt is made to

determ ne where they went on their other trips. Gven this type of data, one
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can only estimate the substitution possibilities among the alternative site/
modes in a consistent utility-theoretic framework if one assunes that the
utility function is additive across fishing trips.2 The randomutility |ogit
model is one of few nodels that is consistent with this assunption but that
does not unrealistically require that the fisherman visits the same site/node
on each trip.

The need for a utility-theoretic nodel is critical if the estimated
demand functions are to be used to derive consuner's surplus measures. |If
one's intent is to just predict demand then it is not as critical that the
estimated demand functions are consistent with an underlying utility function,
but since the measurement of consuner's surplus is just a disguised attenpt to
measure utility itself, wutility-theoretic consistency is necessary when
wel fare measures are estimated. Gven this and given the type of recreational
data usually available, policy makers require a method of deriving exact
expected consumer surplus measures fromthe logit nodel; nethods to do this
have recently been devel oped by MFadden (1981), Small and Rosen (1981) and
Haneman (1985). This paper provides an enpirical example.S

Unlike nmost random utility logit nodels, the nodel presented in this
paper assunes that utility has a random conponent from the individual's
perspective at the beginning of the season." This alternative interpretation
of the randomutility logit nodel is what allows us to interpret the exact
expected consumer's surplus measures as option prices.

Section | outlines a nultinomnal logit nmodel of site/nobde choice, while
Section 11 describes the data and the enpirical results. The derivation of
exact expected conpensating (and equivalent) variations fromthe |ogit nodel
is explained in Section IIl. As an exanple, these are calculated for the

elimnation of salmon and other fishing opportunities due to pollution in the
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Colunbia river. The expected welfare effects of a sal mon enhancenent program
are also reported. Section IlIl concludes with a discussion of the relation-
ship between the expected and determnistic conpensating variation. Section

IV is a brief concluding summary.

. A Miltinomal Logit Mdel of Site/Mde Choice

For each individual in the sample we observe only one fishing trip where
we know which site/node the individual chose. The individual chose this trip
fromanong the J x Malternatives where J is the nunber of alternative sites
(coastal counties in Oregon) and Mis the nunber of alternative nodes.

Let the probability that individual i chooses site j nbde mon a given

J M

trip be w. . where } ) w.
jmi j=1 m=l
individuals in the sanmple and we only observe one trip for each individual

ymi- 1. Therefore, if there are N independent
the likelihood function for the sites chosen by the N individuals is

N J M Yines
1) L = o1 1 %, . °Jutl
(1 =1 j=1 me1 " dmi

wher e y.jmti = 1 if individual i chooses site j node mon the tth trip

and zero otherw se

The standard | ogit nodel derives the Timi froma randomutility node

(RUM such that the probabilities are a function of the costs of visiting each
of the site/nodes and the catch rates at each of the site/modes.® Assune that

the utility individual i receives if he chooses to fish at site/nodes jmis

(2) Ujmti = U(Bi, pjmi’ ajml’ aij’ * ee, aij) + €4mei
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wher e
B, is individual i's budget for the period in which each trip takes place

P Is the cost of a trip to site j mbde mfor individual

Jni

a Is the average catch rate for species k at site j node m k =1, 2,

jmk
. 5. Species 1 = Salnon, 2 = Perch, 3 = Snelt and Gunion, 4 =

Flatfish, and 5 = Rockfish/Bottonfish

and

The random conponent g.

jmti I's assumed known to the individual on the day

each trip is taken, but € varies across individuals, site/nobdes and

jmti
fromtrip to trip. At the beginning of the season, the individual does

not know the val ues € imt 1

therefore random from the individual's perspective at the beginning of

will take on each trip. The varlablejﬁtils

the season but determnistic on the morning each trip is taken. The

variable ¢ is conpletely random from our perspective. The vector

Jjmtid
ggp =0 ejmti] is therefore a set of random variables with sone joint

c.d.f. Fe(eit)o

Equation (2) is a conditional indirect utility function that assumes utility

Is additive both across site/nodes and trips. Conditional utility, U,

jmti? has

a random conponent from our perspective and from the individual's perspective

at the beginning of the season. On each trip, the individual always chooses

that site/nmode that provides the greatest utility, but the utility maxim zing

site/node varies fromtrip to trip in a way the individual cannot predict.

The standard |l ogit nodel specifically assunes that®

_ te
(22) Uspes = BoBy - BoPyms + Bifjmy + B22ym2 + B3%jm3 + Be?yms + P5%yms™ Cjmes
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The conditional indirect utility function (2a) inplies that the choice of

alternatives is independent of B,; i.e., there is no incone effect. This

i’
specification was chosen because there is no data on B,. The paraneter B, IS
the constant marginal utility of nmoney. The probability that individual

will choose site j nmode mis therefore

(3 Timi = PrOb[Ujmti > Ug,sti Y 2,8]

The standard logit nmodel assunes that the vector of random variables €i¢ has

an Extrene Value Distribution; i.e., that the joint c.d.f. is

J M -£ . .
(4) Fe(egy,) = expl- y§ e imti]
=l m=1
It can be shown that
(3 = =1/ % I% e[—BO(Pf'Si ) pjﬂi) * B.l(alﬂ - ajml) + 82(3252- ajmz)
Joi =1l s=1

+ .0 + Ss(azss - ajms)]-

The likelihood function in ternms of the data and the 8 paraneters is obtained
by substituting (5) into (1). The nmaxinum |ikelihood estimtes of the
paraneters are those values of the g parameters that naximze this |ikelihood
function. These are nost easily obtained by maximzing the log of the

l'i kelihood function (6) rather than the |ikelihood function itself.

N J M

N J M J M [_Bo(PZSi - iji) + Bl(azsl - ajml) +
o 121 'Zl z1 Vjmer 21 z1 ©
= J= m= 2.= s=

Ba(aggy ~ @jpa) ¥ -or + Bs(aye5 ~ ayys)]
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[I. Data and the Enpirical Results

The data cone fromthe 1981 MRFS intercept survey along the Pacific coast
(U S. Departnent of Conmerce, NOAA (1983)). Fishermen were intercepted and
interviewed at nunerous sites along the Oregon coast. Information was
collected about the intercept trip, particularly catch data, which was the
mai n purpose of the survey. Data was collected on the total number of trips
each individual took during the season however, except for the intercept trip,
there was no data collected on the distribution of those trips across sites.
QG her than catch rates, the only individual-specific information is county of
resi dence and expenses on the intercept trip. This lack of individual-
specific data, while unfortunate, sinplifies estimation because in this case

the log of the likelihood function (6) can be witten in the sinplified form

C J M
(6a) 1oL = czl j=-zl m=21 ijc 1n Timc
c J M J M [—Bo(p - p. )+ Bl(a - a. q)
_ 2sc mc gsl ml
=~ z Z z ijc ln z z e J J
c=1l j=1 m=1 2=1 s=1
* By(apgy ~ agpp) *oeer ¥ Bs(ay g - ajms)]}
wher e

Cis the number of counties of origin (there are 36 counties in O egon)
T jme Is the probability that an individual fromorigin county ¢ wll
choose site j mbde m
and
ijc I's the nunber of individuals who took trips fromorigin county c to
site j node m

Since Cis nuch smaller than N, the nmaxi mum of (6a) can be conputed nore

rapidly than the maxi mum of (6).
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The Oregon coast was divided into seven macro sites (coastal counties).
The sites, south to north, are Curry, Coos, Douglass, Lane, Lincoln, Tilanmook
and O atsop counties. The 5,855 Oregon residents in the sanple came from all
36 counties in the state.

Assume that the cost of a trip to site j node mfor individuals from
county ¢ (pjmc) equal s travel costs plus the value of tine in transit plus

site/ node cost; i.e.

(7) Pime = 2(Distance fromc to j).112 + (2(Distance ¢ to j)/40)3.35
+ average on-site/nmde costs at site j node m

+ (required nights of |odging)(average per-night |odging costs)

wher e

.112 was the per-mle cost of operating an automobile in 1981 (U S.
Bureau of the Census (1981))

Di stances were measured from the population center of county ¢ to the
nearest coastal point in county |

$3.35 is the 1981 ninimumwage (U S. Bureau of the Census (1981))7

40 nph was assunmed to be the average speed of travel

Required nights of |odging were assuned to be zero if the distance fromc
to ] was less than 150 mles, one if between 150 and 300 miles and two if
bet ween 300 and 450 m|es

The average per-night |odging costs were $19.32 (Rowe, et al (1985))

The average node costs were $3.87 for man-nade structures, $2.87 for
beach and bank, $52.80 for charter boat and $22.83 for private boat

(Rowe, et al (1985))
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A few representative costs are reported in Table 1. The costs in the sanple
vary from $4.83 to $329.24. The high range follows from several considera-
tions: it is nuch cheaper to fish near home; off-shore fishing is nuch nore
expensive than on-shore fishing; fishing from nan-nmade structures is one
dol lar more expensive than beach and bank fishing because there is often a fee
to fish froma pier and the marginal cost of charter boat fishing is $29.97
hi gher than the marginal cost of fishing froma private boat.

The catch rates for the five nobst inportant species are reported in Table
2.8 There is a substantial variation in catch rates across sites, nodes and
species. Note that nost salnon are caught from boats and that sal mon catch
rates are higher for charter boats than for private boats. Charter boat
operators have nore information about the location of this inportant gane
fish. Perch, on the other hand, are caught mostly from shore nodes.

The data were used to find those values of g8 that maximzes (6a). A
Newt on-type search al gorithmwas used.?® The maxi num |ikelihood paraneter
estimates are reported in Table 3. On the basis of |ikelihood ratio tests
the Costs Only Model explains the allocation across site/nodes significantly
better than the Random Allocation Mdel and the Costs and Catch Rate Mde
explains significantly better than the Costs Only Mdel. Both costs and catch
rates are inportant determnants of where an individual will fish. Notice
that the coefficient on perch (8,) is negative; the negative sign may be
indicating that the presence of perch nakes it less |ikely that nore desirable
species are present. The negative coefficient does not mean that fisherman
di slike perch per se.

The estimated probabilities for the different site/node alternatives (5)

are reported in Table 4 for individuals fromfive representative counties of



Page 9

origin. Notice how these estimated probabilities depend on distance, node
costs and catch rates. Private boats are nore "attractive" than charter
boats, probably due to the cost differential, and beach and bank is nore
attractive than nan-made structures. Distance is obviously inportant and

on-shore is nore attractive than off-shore.

II'l. Exact Expected Consunmer Surplus Measures

A Theory

Let PZ = [p}mc] be the initial matrix of costs for an individual from
county c,

1

Pé [pjmc] be the new matrix of costs for an individual fromcounty c,

AO

i

[agmk] be the initial matrix of site/nmde catch rates

and

A = [af]‘mk] be the new matrix of site/node catch rates.
McFadden (1981), Small and Rosen (1981) and Hanemann (1985) have each shown
that for the logit nmodel outlined in this paper the expected per trip
conpensating variation (and equivalent variation) associated with a change

from(P(‘Z_, A%) to (Pé, A)is

- ° ° ° °
¢ "o =1 w<l
in .3: M e(-BopEimc + Baly) * Bpaiyy toeee + Bsalys)
=l m=1

for an individual fromcounty c. The CV_ and EV_ are equal because the chosen

conditional indirect utility function (2a) assunes there is no incone effect.



Page 10

Fol | owi ng Hanemann (1985), the derivation of equation (8) proceeds as

follows. Renenber that

Usme: = BoBi 7 BoPymi T B12ym1 t Bodypa Foeee t Bsags T ey (22)

Is individual i's conditional indirect utility function on the Eh trip for
site j node m Therefore the unconditional indirect utility function for

individual i is

(9) Vit = V(Pi’ A’ Bi’ Eit)

mx[Ulli’ Ulzi, ...’ Ulmi’ ...’ Ujli, ...’ Ujmi’ ..., UJli,.‘.,UJMi]

max[U(Bs, P313s 21110 21120 > 21150 F €11e40 +00r UBgaPyngsayn s

3spareto0@5ps) Foegnegaeces UBys Pryysagyys 2gmpocccs2gys) *oSyye]

The variabl e ] is the utility obtained by individual i if he maximzes his

t
utility when confronted with the choice set (Pi! A, Bi,eit). Not e t hat Vie
Is determnistic fromthe individual's point of viewon the day the trip is
taken, but a random variable fromour perspective and a random variable from
the individual's perspective at the beginning of the season. Since Vie is a
random variable, we need to use its expected value to determne the expected

wel fare inpact of a change fron1(P;, A Bi) to (2}, A, Bi). The expected

val ue of Vi (Vi) is

(10) V, = V(B,, A, B,) = E[v(P,, A, B

i) i eit) ]

= Eim.ax[ulli, Ulzi, sy, U].Mi, 00y, Ujli, LIRS UJ.b’Ii, v e 0y UJli’ooo,UJMi]

Note that V, doesn't depend on t. The variable V, is the expected maximm

utility associated with the choice set (P;, A B;).
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Equation (10) can be used to define the expected conpensating variation
(Cvi) and expected equival ent variations (Evi) in the randomutility

framewor k. Define the CVi and EVi such that

(11) v(p!, A', B, + CVi) = V(P;_, A, Bi)

i

and

- ° ° -—
(12) V(P}, A', B,) = V(B], A°, B;-EV.)

i

Defined in this way, the CV; is the conpensation (or paynent) associated with
the change that woul d nake the expected maximumutility after the change the
same as it was before the change. |f (P}, A') is preferred to (P{. A°) then
the absolute value of €V, is the ampunt a risk neutral individual i would pay
at the beginning of the season for the option of facing choice set (P;, A)
rather than choice set (P, A°) on one of his trips.!? Since utility is
additive across trips, individual i wll pay a total of T,CV. at the beginning
of the season for the option of facing choice set (P;, A) for the entire

season, where T, is the nunmber of trips individual i wll take during the

i
season. |f (P53, A°) is preferred to (P}, A') then Cv,; is how nuch a risk
neutral individual i would have to be paid at the beginning of the season to
voluntarily accept the choice set (B;, A') on one of his trips. The EV, (12)
Is the conpensation (or paynent) associated with the initial state that woul d
make individual i's expected maxinmum utility without the change equivalent to
his expected maximumutility with the change.

Gven the conditional indirect utility function (2a) and utilizing (11)
and (12), Hanemann (1985) has shown t hat

= = o _ yt
(13) ¢V, = EV, B [v§ - v!]
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Intuitively, [V; - Vi] is the difference between the expected maximum utility
inthe two states. Since Bg Is the constant marginal utility of noney, (1/30)
Is the inverse of the marginal utility of noney. Therefore, nultiplying

[V; - Vil by (1/8y) converts the expected utility change into a money netric
of the expected change. The cv, equal s the EV, because there is no i ncone

ef fect

[f it is assumed that €1t in the conditional indirect utility function

(2a) has an Extrene Value Distribution, the logit assunption, then it can be

shown that
J M (-B8~p°  + 8,8% . * B,a% , + vo. + B2’ )
_ 0% jmi 1% jml 27 jm2 5™ jm5
(14) V] = B, + 1n Z z e J
j=l m=1
and that

J M (—30pﬂ + g,al . + B,at , + e + Beal o)

(15) Vi - BoBi + z z e jmi 1% jml 2% jm2 5% jm5
=1 m=1

The equation for the cv_ and EV_ (8) is obtained by substituting (14) and (15)

into (13) and noting that all individuals fromthe same county are effectively

identical.ll

B. An Exanple: The Estinated Conpensating Variations, CVc's, Associ at ed
with Increased Pollution in the Colunmbia River
Equation (8) can be used to calculate the CV_'s associated with the
elimnation of on-shore, off-shore, and all fishing opportunities in O atsop
county (the Oregon county at the nouth of the Columbia river). An increase in
agricultural and industrial pollution in the Colunbia river could drastically
affect this fishery. The CVc's for the atsop fisheries, along with for

conparison the cv_ 's for the elimnation of the fisheries in Douglass and
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curry, are reported in Table 5 for seven representative counties of origin.

In general, note the inportance of distance; that the CVc's for the on-shore
fishery are significantly larger than CVc's for the off-shore fishery and
that each eV, for the elimnation of both nodes is larger than the sum of the
CVc's for the elimnation of each node separately.

A fisherman from O atsop county will pay $14.60 at the beginning of the
season for the option of being able to fish froman on-shore node in O atsop
county on one of his trips, a fisherman from Portland (Miltnomah county) wll
pay $4.55 for the same option and a fisherman from Curry county wll pay
effectively nothing for this option. Conpare these with the probability that
an individual would have chosen an on-shore node in Catsop county (see Table
4); the probability for Clatsop residents is .63, .27 for Portland residents
and effectively zero for residents of Curry county.

Fisherman will pay significant amounts for the option of fishing at nodes
that they mght not ever actually visit. For exanple, a fisherman from
Mul t nomah woul d have paid $4.55 for the option of shore fishing in Oatsop
county on a single trip even though the probability that the individual would
have actual Iy chosen this site/mpde is only .27. This CV_ is significant
froma policy perspective because Miltnonmah residents took an estimated
211,300 fishing trips in 1981 (Rowe et al (1985)).

Rat her than assumng that pollution in the Colunbia river affects all
marine species one mght hypothesize that it only affects salnmon. The GV, 's
for the elimnation of the salmon fishery in Oatsop county are reported in
Table 6 for individuals from seven representative counties of origin.
Conparing these estimates with those in Table 5 and renenbering that nost

salmon fishing is fromoff-shore nodes, one sees that salnon explain
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approxi mately sixty percent of the consumer's surplus associated with the
Catsop off-shore fishery. Since, unlike other species in Oatsop county,
most salnmon are captured by charter boats (see Table 2), one suspects that
much of the potential consumer's surplus fromthe salnmon fishery has been
captured by the charter boat operators. Table 7 reports the cv.'s for a

sal mon enhancement program in the Colunbia river that increases the off-shore
salmon catch rates in Catsop county from1.27 to 2.27 for charter boats and
from.70 to 1.70 for private boats. These CV 's are negative indicating the
anount the individuals would pay to bring about the change. These estimates
are all larger than the corresponding Cv s for the elimnation of salmon in
G atsop county (Table 6) because a |ot of the increased catch is captured by
private boats and the marginal cost of fishing froma private boat is

consi derably less than the marginal cost of fishing froma charter boat.

C. Relating the Expected Conpensating Variation, Cv., to the Determnistic

Conpensating Variation

Most of the enpirical consumer's surplus literature that deals with
continuous choices cal cul ates conmpensating and equival ent variations
inplicitly assuming that the utility function does not have a random
conponent; that is, the calculated consumer's surplus neasures inplicitly
assune that the individual knows with certainty what bundle they will consume
both before and after the exogeneous change in prices and characteristics. W
will refer to these neasures as determnistic consumer's surplus neasures and
consider determnistic compensating variations. The discrete choice analog to
the continuous choice determnistic conpensating variation is the conpensation

(or paynent) associated with a change that would make the individual's utility
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after the change equal to his utility before the change given that the
i ndi vidual knows with certainty which of the discrete alternatives wll be
chosen both before and after the change. The intent of this section is to
define determnistic conpensating variations in the discrete choice nodel
cal culate them for a sal non enhancenent program and then relate these
determnistic discrete choice conpensating variations to the expected
conpensating variations (CV;'s) that were derived fromour RUM

Let us begin with a sinple case where the individual is choosing site j
mode mwth certainty and then the catch rates at the site increase all costs
and all other catch rates remaining constant. The individual wll obviously
continue to choose site | node mwith certainty. An exanple would be an
i ndi vi dual who chose the charter boat nmode in Clatsop county with certainty
and then, ceteris paribus, the charter boat catch rate for salmn in Catsop
county increases. It is of interest to ask how much this individual would
have paid per trip to increase this single catch rate. Define the determn-
i stic conpensating variation associated with an inprovenent in the character-
istics of the site/mode, jm that the individual would have chosen with

certainty both before and after the change, DCVi(jm/jm), as

-] -] -] -]
(16) U(Bi, pjmc’ ajml’ aij’ e, ajm5) +}j€ti
= . - o t 4 1
U(Bi + DCVi(Jm/Jm), pjmi’ ajml’ ajm2’ vesy ajms) +%(ti
wher e

] [ ] 1 ] -3 -] -] o
UBys Pipis 25m1> 2jmae *°*» ains? 2 UCBys Pipys 351 Bymoe 0t 24ms5)

Note that the random conponents cancel.? |f the conditional indirect utility

function (2) has the linear form(2a), (16) can be solved for the

determnistic conpensating variation
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(17) DCVi(jm/jm) = 1/30[Bl(ajml - a_!jml) + BZ(aij - a_flmz) + B3(a?jm3 - a3m3)

o -t ° -t
F 825 T 2ine) T B5(aiys T alps)]
In the case of a salnon enhancenent programthat only affects site j node m

o _ _q _ . :
2k = mk k=2 3 ... ,5 Therefore, given our parameter estimtes and

assumng the salnmon catch rate increases by one

(17a) DCVi(jm/jm) = DCV(jm/jm) = 1/30[f31(a3ml - agml)]

= 1/.0681 [.9770(1)] = $14.34

One nmore salnmon per trip is worth $14.34 per trip if the individual would have
chosen this alternative with certainty before the change. Note that this
magni t ude does not depend on the individual's county of origin or the specific
site node consi dered.

Relating this determnistic conpensating variation, DCV(jmjm, to the
expected conpensating variation associated with the same inprovenent in the

characteristics of site j mode m CV.(jm), Hanemann (1983) has shown that

(18) GV (jm) = =

smi DCV(3m/ jm)

The expected conpensating variation, CVi(jm), derived fromthe RUMis smaller
than the determnistic conpensating variation, DCV(jnmjn), because of the
uncertainty associated with the choice of site/mdes. This approximtion has
a lot of intuitive appeal and if we didn't already know DCV(jmjm it could be
used to approximate it given estimates of the CV.(jm) and the estinated
probabilities, ™ imi ”
Equations (16) and (17) identified the determnistic conpensating

variation associated with an inprovement in the site/nmde that the fisherman
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was initially choosing with certainty. Relating the CVi to its determnistic
equi valent is much nmore conplex if the quality of the site/nobde that was
initially chosen with certainty declines because then we cannot be sure which
site/node the individual will choose after the change. Consider, for exanple,
a case where pollution elimnates just the beach and bank node in O atsop
county. It is of interest to ask how much an individual wll pay per trip to
stop the elimnation of the beach and bank node in Oatsop county if that

i ndi vi dual woul d have chosen that site/node with certainty. In this case, we,
know for certain that the individual is precluded fromvisiting the elimnated
site/node, but we don't know for certain which alternative will be chosen if
the trip still occurs. However, we can identify the determnistic
conpensating variation associated with an individual who initially chose site
] mode mwth certainty and who chooses site g node s with certainty after

site j nmode mis elimnated as

-] [~} o o
(19) U(Bi, Pimi’ ajml’ a5mas v aij) + €smed

= . ' 1 ' 1
= U(Bi + Dcvit(Jm/RS): sti: af.Sl’ alSZ’ LY azss) + Elsti

If the conditional indirect utility function (2) has the linear form (2a),

(19) can be solved for the determnistic conpensating variation
(20) DCVit(jm/!,S) = <p'281 - P?jmi) + 1/30[31(33“11 - atQ,Sl> + Bz(agmz = a}'sz)
+ 83(alns " apea) * B (a5, T ap) F Bs(@iys T apes) Foegney T Spgry]

The determ ni stic conpensating variation, Dcvit(jm/g,s), i's how much i ndi vi dual
I will pay on tript to stop the elimnation of site | node mif he woul d have

chosen site j mode mwth certainty before it was elimnated and site ¢ node s
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with certainty after it was elimnated. For exanple, using (20) and the
paranmeter estimates, one can calculate that the determnistic conpensating
variation for the elimnation of beach and bank fishing in Oatsop county is
$28.23 + (672ti - gazti)/.0681 for fisherman i from d atsop county who
switches with certainty to the beach and bank node in Tilamok. O the
$28.32, $23.49 is attributable to the increased travel cost and $4.74 to the
fact that the quality of beach and bank fishing is lower in Tilamok county.
If the sanme individual was forced to switch to the private boat nmode in

Dougl ass county the CVit(jm/zs) woul d be $101.43 + (€79¢1 - 534ti)/.0681. o
the $101.43, $99.02 is attributable to increased travel cost, $19.96 is
attributable to the switch to the nore expensive node and mnus $16.55 is
attributable to the fact that the quality of the fishing inproves. Note that
each ¢V, (jm/gs) can only be determined up to its random conponent, ((sjmti )
ezsti)/.oesl).

Relating the cv, for the elinmination of site j node m €V, (jm), to the
Dcvit(jm/zs)'s it can be shown that one obtains the intuitively appealing

result thatl3

J M .
. jm .
(21) CVi(Jm) » g E Tsi DCVit(Jm/zs)
2=1 s=1
except when j=2
and m=s
wher e
Tosi is the probability that individual i will choose site ¢ node s on a

given trip if sitej node mis no |longer available

The expected conpensating variation, eV, (jm), wei ghts each determnistic

conpensating variation, DCV, (jm/gs), by the probability that it measures the
it
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wel fare inpact of the actual switch. The expected conpensating variations for
the elimnation of beach and bank fishing in O atsop county, CVi(jm),can be
calculated using (8). It is $6.48 for fishernen from datsop county, $2.40
for fishermen from Mil tnomah county and effectively zero for fishernen from

Jjm

Dougl ass county. The probabilities, = ci> can be cal culated using (5) with J

L
and Mreduced to reflect the elimnation of site j node m However, in this

Jm

2si 'S not sufficient to approximte

case, know edge of the Cvi(jm) and the «
t he DCVi(jmlzs).

[f utility has a random conponent, the expected conpensating variation,
rather than the determnistic conpensating variation, is the preferred welfare
measure. The determnistic measure is only appropriate if we know with
certainty what the individual will do. This raises sonme serious questions
about determnistic consunmer's surplus measures that are derived from
constrained determnistic utility maximzation nodels but where the estinated
system of denmand functions has a random conponent. The random conponent means
that the individual's behavior is not known with certainty so expected, rather
than determnistic, consumer's surplus measures are the appropriate welfare

measure. The inplicit assunption that utility is determnistic is untenable

once the random conponent has been added to the demand functions. 1%

V. Concl usion

A RUM of recreational demand is devel oped which nakes the conventiona
assunption that utility is random from the investigator's perspective and
unli ke other randomutility nodels also assunes that utility has a random
conponent from the individual's perspective at the beginning of the season.

The nodel is used to derive the exact expected consumer's surplus neasures
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associated with changes in the costs and characteristics of the different
site/modes. The assunption that utility is random from the individual's per-
spective at the beginning of the season inplies that the expected consuner's
surplus neasures can be interpreted as option prices if the fisherman is risk
neutral. If a site/mbde mght increase in quality, the associated expected
conpensating variation is how much a risk neutral fisherman would pay per trip
at the beginning of the season for the option of experiencing this increase in
quality even though he mght not ever choose to actually visit that site/

mode. If a site/mde night decrease in quality, the associated expected
conpensating variation is how much a risk neutral fisherman would pay per trip
for the option of not having to experience this quality decline even though he
m ght not ever actually choose to visit that site/node. These option prices
vary across sites for a given individual as a function of the site/node's
characteristics (catch rates) and costs, and across individuals for a given
site as a function of the individuals' characteristics (location of residence,
etc.). The expected conpensating variation is then related to the nore
conventional determnistic conpensating variation which is the anount the

i ndividual would pay to bring about a change in the characteristics or cost of
a site/node if he knew that he was going to choose that site/mde with
certainty. The expected conpensating variation derived from the random
utility nodel is smaller than the determnistic conpensating variation because

of the uncertainty associated with the choice of site/nodes.
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FOOTNOTES
1. In terns of the option value literature, option value equals option price
m nus expected consuner's surplus. Therefore, if the individual is risk
neutral option price equals the expected consuner's surplus. See Smth (1983)
for a sunmary of the option value literature.
2. If additivity across trips is not assunmed, the choice of a site/node on a
given trip would not be independent of the choice of site/nobde on other trips
and demand could only be estimated in a consistent utility theoretic manner if
there was a conplete record of where each individual went during the entire
season.
3. Mrey (1981) used a logit model to estimate the demand for Col orado ski
areas. Caul kins, Bishop and Bouwes (1984) used one to estinmate the demand for
a nunber of lakes in Wsconsin. However, neither paper derives exact expected
consumer surplus neasures.
4,  The nmore conventional assunption is that utility is always determnistic
fromthe individual's perspective, but random from the investigator's
perspective due to unobserved variabl es.
5. The standard logit nodel is defined here as a multinomal |ogit nodel that
assumes the conditional indirect utility function has the linear form specified

in (2a) and where the random conponent in (2a), has an Extreme Val ue

E:jmti’
Distribution (4). This standard |logit nmodel should be contrasted with sone of

its recent generalizations. Logit nodels that assume €5med has an Extrene

Value Distribution are referred to as independent |ogit nodels (MFadden

(1974)) whereas logit nodels that assume that e has a Ceneralized Extreme

jmti
Value Distribution are referred to as generalized logit nodels (MFadden (1978,

1981)). The standard logit mdel considered in this paper is therefore an
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5. (Continued) independent logit nmodel. Logit nodels can also be catagorized
as to whether they admt incone effects; that is, whether or not the discrete
choi ce probabilities are a function of the consumers budget. Until recently,
most logit nodels did not admt incone effects. The standard |ogit node
considered in this paper assumes no incone effects. For nore details see
footnote 6 and Hanemann (1985) who considers expected consumer's surplus
measures in the context of generalized logit nodels with incone effects.

6. Mst of the enpirical logit literature assunes that the conditiona

indirect utility function (2) has this sinple linear form One coul d

alternatively adopt the nore general form
Usmei = B0Bi = BoPiymi ¥ Mn@jm1> 24m2 ***» 25m5) ¥ Simes

IE one doesn't restrictively assune that h. (a. jm jml’ ®jm2°’ """’ ajms) =

kzl Bkajmk’ estimation is nmore difficult and many of the derived equations
(e.g. (5), (6) and (8)) adopt more conplex functional forns but the theoretica
results remain effectively the sane. The critical factor is that this nore
general specification maintains the standard logit assunption that the choice
of alternatives is independent of B,.

7. Al consuner surplus measures are a positive function of the assumed val ue
of time. The value of time is typically assuned to be between 20% and 50% of
the manufacturing wage rate; $3.35 is approximately 40% of the manufacturing
wage. For a survey of the enpirical literature on the value of tine see
Cesario (1976).

8. The catch rate for species k at site j is the average catch rate for

species k at site j for all individuals in the sanple who visited site j. For

more details see Rowe et al (1985).
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9. The specific program used is the unconstrained Non-Linear Optim zaton

Sol ver (Dennis and Schnabel (1983)). Aneniya (1981) has shown that the |og of
the likelihood function for the standard logit nodel is globally concave which
inplies that it has only a single global maximum One therefore does not have
to worry about the algorithm converging to a |ocal maxi num which is not the

gl obal maxi num

10. The CV, could also be interpreted as our expectation of the amount
individual i would pay on the norning of the trip to bring about the change.
On the norning of the trip, v, is determnistic fromthe individual's
perspective so individual i knows exactly how nuch he would pay to face the
choice set (P!, A); for exanple, the individual will pay nothing if the
change only inproves a site that is not chosen. However, since v i is a random
variable from our perspective we don't know the exact amount individual i wll
pay on the morning of the trip and we can only determ ne how much the
representative individual wll pay (cv,). This latter interpretation of the
Cv, is the nore conventional interpretation but in the model presented here
both interpretations are correct (see footnote 4).

11. A nunber of things about the cv.'s (8) should be noted. Hanemann (1985)
shows that the cv.'s derived fromthe standard logit nodel (8) are invariant to
monot oni ¢ transformations of the conditional indirect utility function (2a).
This result depends critically on the standard |ogit assumption of no income
effects. Therefore, the derived Cv.'s (8) do not inply cardinal preferences
and care nust be taken so as to not inappropriately attach neaning to the
cardinal properties of these expected conpensating variations. For nore

details see Mrey (1984). The absence of incone effects also allows us to
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11.  (Continued) relate the CVc (and EVC) to an area under an expected
Marshal | ian demand curve. This is the randomutility analog to the determ n-
istic result that the Marshallian and H cksian demand functions coincide when
there are no income effects. For example, if the cost of site j nmode m
decreases the eV, (and EVC) for that change is the area under site j mode ms
expected Marshallian demand curve between the two cost levels. For nore
details see Hanemann (1985).

12.  Feenberg and MIls (1980) derive a measure that is equivalent to the
determnistic conpensating variation neasure defined in (16) and use it to
estimate the benefits of an inprovenent in a site's water quality.

13.  The exact fornula is

J M
W (m) = § 7§ [ DOV, (im/s) £ _(e;,)de
i =1 s=1 At(jm/ZS) it e it
except when j=1
and m=s

where
At(jm/R.s) = {s

The set At(jm/zs) is that part of the joint density function of g that inplies

<

uo
nuti —

o ° ° 1 .
Uosti £ ujmti and ujmti < Ulbsti for nu # 2s # Jm‘}

site j node mwill be chosen with certainty on trip t before it is elimnated
and that site ¢ node s will be chosen with certainty after it is elimnated.
The approximation (21) is obtained by ignoring the random conponents in the
DV, , (jm/2s)'s.

14,  As noted earlier, Feenberg and MIls (1980) estinmate a discrete choice
random utility nodel but then calculate benefits using determnistic conpensat-

ing variations. In the continuous choice literature, a non-random utility
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14, (Continued) function is usually assunmed and one then adds a random

conponent on to the derived demand functions in an ad hoc manner. Consumer's
surplus measures are then calculated nmaintaining the inmplicit assunmption that
the estimated utility function is still determnistic. Mrey (1985) provides

one of many exanpl es.
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TABLE 1

Cost Per Trip to Each Site/Mde in Oegon from Five Representative Counties
in Coastal and Central Oregon*

From To Curry Coos  Douglass Lane Lincoln Tilanpok O atsop
Curry 1.96 28.97 41. 89 50. 11 89. 80 116.82  161.97
Dougl ass 79. 23 32.50 28.19 50.51 87.84 115.64  124.25
C atsop 161. 59 112.90 99. 98 91.76 52.07 25. 45 1.96
Ml t nomah 167. 46 118.77 95. 67 84.71 50. 90 29.75 37.19
(Portland)

Deschut es 136.78 105. 46 94. 89 86. 67 93. 32 116.42  125.03
(Central)

*The costs reported in this table include travel costs and the opportunity cost
of the individual's tine in transit but do not include the on-site/node costs.
The average on-site/mde costs are $2.87 for beach and bank, $3.87 for man-made,
$52.80 for charter boat and $22.83 for private boat.
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TABLE 2

Catch Rates for Oregon
(average number of fish per day-trip)

Mode* Curry Coos Douglass Lane Lincoln Tilamook Clatsop
Salmon MM .03 .51 0 0 .0l 0 .03
BB .16 .06 .08 0 .0l .04 0
CB .49 1.21 1.28 1.28 .60 40 1.27
PB A4l .85 1.02 1.02 .51 .37 .70
Perch MM 3.22 3.15 2.57 2.92 JI7 1.15 1.27
BB 1.00 4.97 2.83 1.00 2.88 1.24 2.87
CB 0 0 0 0 0 0 0
PB 0] .56 0 0 .60 .01 0
Smelt MM .84 .76 .04 0 .01 0 0
and BB 0 .52 1.39 0 .91 0 0
Grunion CB 0 0 0 0 0 0 0
PB 0 .02 0 0 0 0 0
Flatfish MM 0 .01 .08 .01 .05 0 .16
BB 0 .06 .06 0 .11 0 .85
CB 0 0] 0 0 0 .02 0
PB 0 0 0 0 4l 01 0
Rockfish/ MM .02 1.40 1.29 4,72 1.00 .69 46
Bottomfish BB .33 .94 1.98 .80 1.71 .28 1.43
CB 0 6.85 0 0 5.15 45 0
PB 3.15 1.45 1.00 0 1.35 .31 0

#MM = Man-made structure, BB = Beach and Bank, CB = Charter Boat, PB = Private Boat
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TABLE 3

Maximum Likelihood Parameter Estimates

-8 8 B B B8 g -
° 1 2 3 4 3 Log of the
Smelt and Rockfish/ Likelihood
Price Salmon Perch Grunion Flatfish Bottomfish Function
Random
Allocation
across
Site/Modes -19,506
Costs Only -.0550 -14,645
Costs and
Catch Rates -.0681 .9770 -.2605 .3621 .6079 2346 -14,084
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TABLE 4
The Estimated.Probability that an Individual from County c Will Visit Site j Mode m

on a Given Trip for Five Representative Counties in Coastal and Central Oregon
(rounded to nearest percent)

From/To Mode* Curry Coos Douglass Lane Lincoln Tilamook Clatsop
Curry MM .18 .06 01 .02 0 0 0
BB .31 .02 .03 .01 0 0 0
CB .02 .03 0 0 0 0 0
PB .25 .04 .02 .01 0 0 0
Douglass MM 0 .15 .11 .05 0 0 0
BB .01 .06 .23 .03 0 0 0
CB 0 .07 .02 0 0 0 0
PB 0 .09 14 .03 0 0 0
Clatsop MM 0 0 0 0 .01 .05 .27
BB 0 0 0 0 .01 .05 .36
CB 0 0 0 0 0 0 .04
PB 0 0 0 0 .01 .03 .16
Multnomah MM 0 0 0 .01 .05 .18 .12
(Portland) BB 0 0 0 .01 .06 .18 .15
CB 0 0 0 0 .01 .01 .02
PB 0 0 0 0 .03 .09 .07
Deschutes MM 0 .04 .05 .17 .08 .01 .01
(Central) BB 0 .02 .10 .12 .08 .01 .01
CB 0 .02 .01 .02 .02 0 0
PB 0 .02 .06 .09 .05 .01 .01

*MM = Man-made structures, BB = Beach and Bank, CB = Charter Boat, PB = Private Boat
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TABLE 5

The Estimated Per-trip CV.'s Associated with the Elimination of On-shore Fishing (8S),
Off-shore Fishing (B) and All Fishing (A) at Three Macro Sites (Clatsop, Douglass and
Curry) for Individuals from Seven Representative Counties of Origin (rounded to the
nearest cent)

Multnomah Deschutes

At /From Mode Clatsop Tilamook Lincoln Douglass K Curry (Portland) (Central)
Clatsop S 14.60 1.83 .19 .01 0 4.55 .26
B 3.29 .56 .06 0 0 1.30 .08
A 26.08 2.47 .25 .01 0 6.35 .35
Douglass S .01 .25 1.07 6.19 .65 .08 2.37
B .01 .12 .50 2.61 .31 .04 1.08
A .02 .37 1.61 10.38 .97 .12 3.64
Curry S 0 0 .01 .12 9.66 0 .09
B 0 0 .01 .06 4.58 0 .05
A 0 0 .02 .18 20.36 0 .15




Page 33
TABLE 6

The Estimated Per-trip CV.'s Associated with the Elimination of Salmon Fishing in
Clatsop County for Individuals from Seven Representative Counties of Origin
{rounded to the nearest cent)

Multnomah  Deschutes
Clatsop Tilamook Lincoln Douglass Curry (Portland) (Central)

1.80 .32 .04 0 0 13 .05

TABLE 7

The Estimated Per—trip CV.'s Associated with a Salmon Enhancement Program in Clatsop
County (increasing each of the off-shore salmon catch rates by one) for Individuals
from Seven Representative Counties of Origin (rounded to the nearest cent)¥®

Multnomah  Deschutes
Clatsop Tilamook Lincoln Douglass Curry (Portland) (Central)

-4022 '88 --10 0 O —1093 '14

*The CV.'s are negative indicating the amount the individuals would pay to bring
about the change.
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ABSTRACT

This paper describes the use of the varying parameter model for valuing
an improvement in a characteristic (water quality) of a recreation site.
This model is a multisite model that relates variations in the travel cost
demand parameters to differences in site characteristics. The paper dis-
cusses the implicit assumptions and data requirements of the model and
compares them to other recent models. It also demonstrates the importance
of model estimation with truncated dependent variables. The paper presents
benefits estimates for water quality changes at 22 recreation sites and
compares these with other recent estimates.

.  INTRODUCTION

In their relatively brief history, environmental and resource econ-
omists have devoted considerable attention to determining the value of
nonmarketed goods. Spurred by the need for valuation information to assist
in recreation management planning, these economists have developed several
models for deriving this information. Chief among these models is the
travel cost model, which draws from the rich legacy of Clawson [1959] and
Clawson and Knetsch [1966]. With its origins in trying to value the serv-
ices of a recreation site, this approach uses travel distance and related
costs as the implicit "price" that recreationists are willing to pay for
using the services of recreation sites.

Many of the empirical applications of the travel cost model have
measured either the value of an entire recreation site (see Dwyer, Kelly,
and Bowes [1977], Loomis and Sorg [1982], and Bockstael, Hanemann, and
Strand [1984]) or the value of using some part of a large resource like a
national forest for recreation. More recently, recreation research in
support of planning needs has shifted to more subtle types of valuation
guestions--the value of incremental changes, such as additional hiking
trails or campgrounds, in the quality of existing resources. These ques-
tions emphasize the need for valuing a change in the quality of the services



provided by the site. The policy evaluation requirements of the U.S. Envi-
ronmental Protection Agency (EPA) has further emphasized the importance of
this new direction in recreation research. For example, in accordance with
Executive Order 12291, EPA must measure the benefits of water quality
changes for all major regulations. In effect, therefore, given a major
regulation affecting a water body such as a river, EPA must estimate the
value of a quality change in one of its characteristics--water quality.

Not surprisingly, several recent studies have focused on measuring
quality changes (e.g. , see Brown and Mendelsohn [1984], Morey [1981, 1984,
forthcoming], Vaughan and Russell [1982a], and Smith, Desvousges, and
McGivney [1983a,b]). Following the insights of the hedonic literature,
these studies view quality changes as changes in the levels of the attri-
butes or characteristics of recreation sites. Each has taken a different
tack in the course of modeling how changes in these attributes affect
recreationists’ choices.

This paper has two objectives. Our first is to profile the varying
parameter model used by Vaughan and Russell [1982a] and ourselves to value
water quality changes. The essence of this model is that differences in
characteristics among recreation sites will be reflected in the travel cost
demand equations for these sites. In our profile of this model, we will
describe briefly its key features, implicit assumptions, and data require-
ments. We also will highlight some of the issues in using the model to
value water quality changes at a recreation site.

Our second objective is to provide some perspective on the varying
parameter model by placing it in the context of the other recent studies
that value quality changes. To provide this perspective, we will compare
the varying parameter model to the models used in these studies. In addi-
tion, we will contrast our application of the varying parameter model with
that of Vaughan and Russell [1982a].

Section |l of this paper provides some background on the valuation
issues covered in these recent papers. Section Ill highlights key features
and assumptions of the varying parameter model. Section IV discusses the
data requirements for the varying parameter model, along with those of the
other approaches. Section V illustrates how we used the model to value
water quality changes at 22 recreation sites. Section VI provides some
implications for future research. Section VII lists references cited in
this paper.

1. BACKGROUND

Several themes are common to the recent papers by Morey [1984, forth-
coming], Vaughan and Russell [1982a], and Brown and Mendelsohn [1984]. One
is the use of indirect methods in attempts to value quality changes. That
is, by employing either behavioral or technical assumptions about household
behavior, they all relate the demand for a nonmarketed good, or character-
istic, to the observed demand for a marketed good. In keeping the focus of
this paper within the confines of the variants of the indirect approach



used in these papers, we are ignoring the contingent valuation studies that
use a survey-based approach to directly elicit households’ values for these
quality changes.

Another important theme appearing in varying degrees in each of these
papers is the role of a recreation site’'s characteristics in reflecting
quality changes. For example, Figure 1 shows that our varying parameter
model views the demand for a recreation site’s services as a function of
its characteristics. A water quality improvement from WQ1 to WQ2 in Fig-
ure 1 causes an increase in the demand for visits to the site at every
implicit price or travel cost. Our model considers the influence of qual-
ity changes from a quantity or visits perspective. Visits to sites with
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Figure 1. Travel cost demand function with
water quality improvement.

11t also is important to note that a survey-based data collection effort
underlies each of the studies mentioned above. The main difference be-
tween these surveys is that individuals were asked to recall recreation
experiences during a season and not directly asked to value the quality
changes. However, there is nothing to prevent a survey from asking both
types of questions. For example, the National Hunting, Fishing, and Wild-
life survey asks both types of questions. We also asked both questions in
Desvousges, Smith, and McGivney [1983] and found them to be excellent
complements.



different levels of water quality will differ in their quality. Although
we cannot measure the quality differences among visits of different sites,
we assume that the parameters of a travel cost demand equation are func-
tions of the site characteristics. This assumption enables us to value the
change in quality of any characteristic by linking it to a change in the
demand for the site’'s services.

The Brown and Mendelsohn [1984] also emphasizes the importance of site
characteristics. However, they view the problem of valuing quality changes
as a price index problem. In their model, consumers minimize the cost of
producing each combination of recreation site characteristics. They esti-
mate a price index by regressing travel cost for a given origin zone to
each site on the vector of characteristics provided by each site. Repeat-
ing this process for each origin zone defines a modified "recreation hedonic
price function” for each zone. By taking the partial derivative of each
function with respect to a characteristic (e.g., water quality), they
obtain the marginal implicit price of the characteristic. Performing the
same task for other characteristics and using the features of each origin
zone’s population, they estimate the demand for all the recreation site’s
characteristics.

Morey’s [1984, forthcoming] approach places even greater emphasis on
the role of characteristics in valuing quality changes. Focusing on the
demand for an activity instead of on that for a site, Morey incorporates
the physical characteristics of activities and personal characteristics of
an individual into an expenditure function. He uses this function to
define welfare measures for changes in either the cost or physical charac-
teristics of the activities.?

Finally, all these studies use data from visits to multiple sites to
implement their models. For example, Vaughan and Russell [1982a] use
information from a sample of fee fisheries for their varying parameter
model, while we use data from 22 Corps of Engineers general purpose, flat-
water recreation sites and Morey [1984 forthcoming] estimates his model for
fifteen Colorado ski sites. Brown and Mendelsohn [1984] have the largest
universe of sites, with information on steelhead fishing at over 140 dif-
ferent rivers in Washington. The multiple site orientation reflects a
shift in direction away from the single-site orientation of the majority of
the early travel cost studies. This shift is due primarily to the emphasis
on valuing quality changes in a site’s characteristics which requires
variation across sites for implementing any of the models.

2Morey [forthcoming] argues that when characteristics of an activity are
included in a demand function, the activity’s name is unnecessary to
explain the demand for that activity. That is, only the characteristics
are important. On a substantive level, this view ignores the possible
importance of “context” effects that influence consumer behavior. For
example, Schoemaker [1980] showed respondents evaluating the same gambles
differently in the context of a lottery rather than insurance.



. THE MODEL

To highlight our interpretation of the varying parameter model, we
adopt the household production framework. For simplicity, we assume that
the household consumes two final service flows or basic commodities--a
recreational activity, Zr, and a nonrecreation composite service, Zn.3 By
combining time, market purchased goods, and the services of a recreation
site, the household is assumed to produce a recreation service flow (e.g.,
swimming or fishing). For a recreation season, the price of fishing at the
recreation site is the implicit time, travel, and other incremental costs
incurred in visiting the site. Visits to a site during a season are the
corresponding measure of the quantity of the site's services demanded by
the household. %

The household's objective function can be viewed as maximizing the
utility derived from these activities, subject to a "full* income constraint
(i.e., a constraint combining the budget and time restrictions facing the
household) and the production functions for the final services flows.® The
two most important components of this objective function for our application
are the budget constraint and the household production function for recrea-
tion services. The first of these is given in Equation (1):

n

Y = wt o+ R+ L= Pn+1 Xn+1 +i§1P1.X1. + (Tdy + ct, + wotvl)vl "

+ (Tdy + cty, + wotvz)v2 s

where
Y = full income (i.e., including wage income, wtw, nonwage
income, R, and foregone income, L)
w = market wage rate
3The terms household and individual will be used synonymously. (For the

specific underlying assumptions see Becker [1974].)

4Bockstael, Hanemann, and Strand [1984] point out that this is a key sim-
plification of the household's decision process. They suggest that house-
holds engage in a two-tiered decision process. First, it decides to fish
or swim and then chooses the site at which this activity will occur.
Unfortunately, the data precluded our ability to analyze this decision
process because it contained a household's seasonal visits to a particular
site. This feature of the data poses other difficulties; these are dis-
cussed in the next section.

SFor discussion of the household production framework in general terms, see
Pollak and Wachter [1975]. Deyak and Smith [1978] and Bockstael and
McConnell [1981] consider the implications of the framework for recreation
models.



t = work time

X. = ith market goods used in production of the nonrecreational
service flow (i = 1, 2,...,n)

P. = price of ith good (i = 1,2,...,n+1)
X = market good used in production of recreation service flow
T = vehicle related travel cost per mile

d. = round-trip distance to jth site (j = 1,2)

¢ = individual's opportunity cost of travel time to a site
t. = round-trip travel time to jth site (j = 1,2)
Wy = opportunity cost for time onsite
t . = time onsite per trip to jth site (j = 1,2)
V. = number of trips to jth site in specified time horizon.

This formation of the consumer choice problem embodies several implicit
assumptions. For ease of exposition, we assume that the individual con-
siders the use of only two different sites. The time onsite is assumed to
be constant across all trips to each site, implying that the implicit
prices to the individual for a change in either the time onsite per trip or
the number of trips will be interrelated.®

Finally, our statement of the budget constraint allows for a general
treatment of the opportunity cost of time. However, in practice we have
used the wage rate as a proxy for the value of the household time. As
Bockstael, Hanemann, and Strand [1984] point out, the wage rate is the rel-
evant measure of opportunity cost only to the extent that households can
adjust their marginal hours worked at its wage rate. In addition, the
household may face constraints on when and how their available time occurs.
That is, they may be required to work only 40 hours a week or 50 weeks a
year. In effect, some households may be unable to adjust the number of
hours worked or may be able to do so only by moonlighting at a lower wage
rate. While the more complete view of time costs by Bockstael, Hanemann,
and Strand [1984] is consistent with our model, it is precluded by the
available data.

SThis specification also implies that the choice of trips to the site and
time onsite are jointly determined. Thus, if onsite time costs are in-
cluded in the implicit price of a trip, a simultaneous equations estimator
must be considered. Further details are developed in the third section of
this paper.



The alternative treatments of time costs across the recent studies
does provide some useful perspective, however. For example, with data
available only on their recreation sites and not users, Vaughan and Russell
[1982a] used the two extreme values for time costs--zero and the full wage
rate--and evaluated the sensitivity of their results to these extremes.
Brown and Mendelsohn [1984] used income as a proxy for the wage rate,
examined the robustness of demand regressions using different percentages
of the wage rate, and presented results for time valued at 30 percent of
the proxy wage rate. Morey [1984, forthcoming] uses the minimum wage for
his sample of college student skiers.

The picture that emerges from all the studies is the inadequate treat-
ment of the opportunity cost of time in recreational demand models. While
Bockstael, Hanemann, and Strand [1984] have clarified some important aspects
of this thorny problem, the confusion continues. The biggest single problem
stems from analysts forgetting that opportunity cost is the relevant measure
of all costs. Simply because travel time in scenic areas is enjoyable does
not mean we ignore the full opportunity cost of that travel time. This
remains an important area for future research.

To consider the appropriate treatment of site characteristics in a
recreational demand model requires us to specify their role in household
production activities. Equation (2) provides a general statement of the
production function for a recreation activity (fishing), with a. designat-
ing the vector of attributes for site j: J

L = fr(X

" V.,t

n+1’ Vj Vj,aj) (2)
For this two-site example (i.e., j = 1,2), this formulation assumes that
either site can contribute to the production of Z_, with. the relative
productivity of each site determined by its characteristics. Assuming

f _(.) is strictly monotonically increasing in all arguments, we can derive
r . X : . ) .

a conversion function for site services (holding t_._  eaual for j = 1 and 2)
as the ratio of the visit requirement functions for“the two sites at the
same level, of output and other inputs (i.e., solving (2) for V. in terms of
its arguments for j = 1,2). This function enables us to convelt measures
of visits to sites with different characteristics into a single measure of
the use of all sites.

In general terms, our production function implies that the conversion
function depends on the level of output, Z_, a variable not easily measured.
However, following Lau's [1982] analysis, we can assume that this input
conversion function is independent of the level of the activity produced,
implying that the production function must have an augmentation form (i.e.,
Zr = fr(Xn+ ),H(a.)V.,tv.), where H(a.) = augmentation function). In other
words, our %onvergioﬂ filction reflects the contribution of each attribute
to the relative productivity of each site. For example, improved water
quality would enhance the productivity of a site in providing fishing or
swimming. Nevertheless, our conversion function does implicitly assume
that only site characteristics will determine the substitutability between
sites. In this view, the conversion function is used to adjust for differ-
ences in characteristics between two sites, the two sites would be perfect
substitutes.



The assumptions of nonjointness and homotheticity in household produc-
tion activities involving recreation sites, together with the augmentation
format for the contribution of site characteristics, permit a direct inter-
pretation of the travel cost demand model. More specifically, the house-
hold's cost function for the recreational service flow can be written as
Equation (3) below:

1€ = g(zr)'G(Pn+1aw0shj/H(aj)) s (3)
where

h, = Td. + ct..
J J J

The demand for a site's services will be given as:

8TC/3hj = 1/H(aj)°g(Zr)’G3(P WOshj/H(aj)) ’ (4)

n+l?

where

G3(+) = the partial derivative of G(+) with respect to its
third argument.

Thus, the travel cost demand model can be interpreted as the derived
demand for a site's services associated with the production of recreational
services. This derived demand function will be related to Zr’ Pn 1° the
implicit price., h..,and H(a.). Moreover, when the model is 5pec1¥1ed with
trips as a functidn of travdl costs, income, and other socioeconomic vari-
ables describing the features of the individual, it implicitly assumes X
. . . . . n+l
is given and that the optimal Z can be expressed as a function of income
and the travel costs (and not the "prices" of other final service flows
such as Z in our case). Finally, since site attributes will determine the
productivity of a unit of a site's services, the parameters of each travel
cost demand function should all be a function of site characteristics, as
given in Equation (5) below.?

1nVJ.m = bo(alj,azj,... ’akj) + bl(alj,azj,... ,ak.)h.

J° Jgm
+ b Y + + (%)
2(a1j,a2j,--':akj) m 2 Bs(alj’aZj"")Zsm 8jm s
where
Ym = family income for mth individual as a proxy for full income
ZSm = sth socioeconomic characteristic for the mth individual.

7Brown and Mendelsohn [1980] have approached the same type of problem and
utilized a hedonic travel cost framework to describe behavior. The theory
underlying their model parallels our analysis. However, their framework
leads to models capable of deriving the demand for an attribute of a site
rather than the demand for a site with specific attributes.



With the main features of our conceptual foundation developed, the key
assumptions merit some additional discussion. One of the most crucial
assumptions is the ability of our conversion function to reflect the influ-
ence of substitute sites. That is, we assume that the differences in site
attributes are capable of reflecting all aspects of substitution opportun-
ities. Although a site’s characteristics are likely to have an important
influence on substitutability among sites, our model ignores the effect of
different prices for obtaining the site attributes. For example, a fisher-
man would consider the time and travel costs for a site as well as its
water quality. This limited role for substitution opportunities reflects
the inadequacy of our data set rather than an inherent deficiency of the
varying parameter model. We were unable to identify the alternative sites
our sample of recreationists visited during the season.

The assumptions of nonjointness and homotheticity in the households’
recreation production are also important. Extending our earlier fishing
example, homotheticity implies that a fisherman’s marginal rate of technical
substitution between labor (or time) and capital remains constant as the
rate of fishing activity increases (along a ray from the origin). Clearly,
this is a simplification because it is likely that a fisherman would sub-
stitute more capital--a bigger boat or motor or more sophisticated elec-
tronics--for his time or labor input--when he increases his rate of fishing.
By assuming hometheticity we are not allowing these kinds of adjustments in
production, which could cause us to overstate the cost of producing the
fishing activity.

Nonjointness is also a simplification that is unlikely to be reflected
in the “real world” of recreation activities. For example, it is a rela-
tively simple matter for a fisherman to spend time camping, picnicking,
swimming, or just boating during a fishing trip to a recreation site. By
attributing all the costs to the production of fishing, we are misspecifying
our travel cost model by overstating the cost of fishing.®

How do these assumptions compare with those required to implement the
models from other recent studies? Table 1 highlights the key assumptions
that are employed in other recent recreation models. For example, the
Vaughan-Russell [1982a] version of the varying parameter model assumes that
the type of fish species available at a recreation site is the site char-
acteristic that reflects a change in water quality. This view leads them
to estimate separate travel cost demand equations for each species. The
crucial question is how well available fish species reflects water quality
changes. This is probably suitable for fishing--Vaughan and Russell's main
objective--but it does not address how water quality changes affect other
activities.

8In Desvousges and Smith [1984] we have examined the role that activities
play in our conceptual component of the varying parameter travel cost
model. We suggest that the relevant question is, “How do you add up the
various individual demands for a site's services when different types of
activities are undertaken?” Unfortunately, the available data were not up
to the empirical tasks that we demanded of it for this aggregation question.



TABLE 1. IMPLICIT ASSUMPTIONS

Author Assumption
Vaughan-Russell [1982a] Species type is most important site
attribute for valuing water quality
changes.
Brown-Mendelsohn [1984] Hedonic price function serves some

purpose as in conventional hedonic.
Hedonic price function in linear.

Morey [forthcoming] Activity is weakly separable. Nonjoint-
ness in production. Homothetic demand
functions. All characteristics are
specified.

In addition, Vaughan and Russell do not explicitly address the inter-
relationships between demands for different species. Are these important
considerations for a household? For example, does it decide between visit-
ing a catfish site and a trout site? One could imagine that other site
characteristics (e.g. , scenic beauty) would influence the choice of a site
and that these characteristics might affect catfish sites differently than
trout sites. In summary, the Vaughan-Russell model seems plausible for the
specific purpose for which it was intended, but it would require consider-
able modification to make it a more general purpose model.

Brown and Mendelsohn [1984] make three important assumptions in imple-
menting their hedonic travel cost model. First, they assume that their
hedonic price function plays a role similar to that of other such functions
(e. g., housing markets). Using their example, the steel head fisherman is a
price taker who responds to the hedonic price function that defines how the
price of a fishing trip will change as the mix of site characteristics
change. In the conventional hedonic model, this function is an equilibrium
relationship that results from the actions of all demanders and suppliers
of the commodity, steelhead fishing trips. Although it is relatively easy
to see how individuals are allocated to different points along this func-
tion depending on their value for a characteristic in a housing market, it
is not clear how this allocation is performed in steelhead fishing. In
other words, how does this price function perform as the equilibrating
mechanism for the steel head fishing market?

The second implicit assumption of the Brown and Mendelsohn model is
that the hedonic price function is linear. The linear form implies that
individuals can repackage site characteristics in any combination they
choose. This assumption seems inappropriate for recreation sites that may
have some characteristics that are difficult to alter. While it may be
easy to alter fish density with a stocking or some other fish management
program, it is more difficult to change the degree of crowdedness or scenic
beauty at a recreation site.



Finally, the Brown and Mendelsohn model does not address the discrete
nature of many recreation decisions. That is, they estimate hedonic price
equations for a season rather than for a specific trip. Thus, we do not
obtain any insight about the discrete choice that steelhead fishermen make
between the relevant choice set of sites.

The Morey approach also requires several implicit assumptions before
it can be employed to model recreation demand. For example, Morey [forth-
coming] assumes that activities are not jointly produced--the same assump-
tion we employed in our varying parameter model. This assumption has the
same effect of overstating costs of an activity as in our application.
Morey imposes an additional simplifying assumption that the households’
ability to produce recreation activities exhibits constant returns to
scale. Using Morey's skiing example, a doubling of inputs such as skiing
time and equipment results in a doubling of skiing activity. Thus, Morey's
view of activity production is similar to the simplistic character assumed
in our varying parameter model. This reflects more an overall lack of
understanding about recreation activities than an inherent flaw in either
models.

To estimate his model, Morey assumes that his main activity of
interest--skiing--is weakly separable from all other activities. This
implies that consumer demand, and subsequent expenditures on skiing, are
unaffected by other activities, such as relaxing in a mountain environment
or driving for pleasure. If this separability assumption does not hold,
the expenditure share model Morey estimates may be incorrectly specified.

A final implicit assumption in the Morey model is that all the rele-
vant characteristics of an activity are specified in the individual's
demand function. While this is a plausible assumption, it appears to be a
difficult one to implement. For example, Morey includes four characteris-
tics in his restrictive constant elasticity of substitution (CES) demand
function® but is only able to include two characteristics in less restric-
tive generalized CES (GENCES) demand function because of the estimation
requirements for the complex model. If Morey's model requires that all
characteristics be included, there seems to be some inconsistency between
two different forms of his model.1?

9The CES is restrictive in the sense that it assumes that the demand func-
tion is homothetic. This assumption implies that the demands for recre-
ation activities all have unitary income elasticities. In effect, skiing
becomes an essential good.

10The situation may be even more complicated because it appears that the
two characteristics--total skiing area and skill-specific skiing area--
included in the GENCES Model are interdependent. In fact, it seems that
the quantity of skill-specific skiing area is a subset of the total area.
Morey does not discuss the potential significance of reducing character-
istics from four to two in his two model versions or the interrelation-
ships between characteristics.



In summary, each of the recent multiple site models for valuing
changes in a site attribute requires implausible assumptions about either
the production of, or demand for, recreation activities. In almost all
instances, the lack of realism in the assumptions can be traced to two
causes--the inadequacy of our understanding of household's recreation
behavior and the egregious quality of the available data. Our lack of
understanding of household behavior is due in part to the distance econo-
mists generally keep from the subjects whose behavior they attempt to
model. This distance also is reflected in our inattention to the types of
data requirements of our revealed preference models, the focus of the next
section of this paper.

IV. DATA

The Federal Estate component of the 1977 Nationwide Outdoor Recreation
Survey conducted by the Department of the Interior provided the source for
visitor information to estimate our travel cost models. The Federal Estate
includes all federally owned lands with public outdoor recreation areas. A
total of 13,729 interviews with recreationists were conducted at 155 sites
during the time of the survey. We limited our analysis to 43 U.S. Army
Corps of Engineers sites with consistent visitor data because they provided
a fairly comparable range of water-based outdoor recreational activities.
A separate data source, the Corps' Recreation Resource Management System,
provided information on the site attributes, including a variety of measures
of the facilities available and natural features of each site.! The
National Water Data Exchange (NAWDEX) supervised by the U.S. Geological
Survey was the source for the water quality data. To establish a linkage
between the water quality monitoring stations and the sites, the latitude
and longitude of stations and recreation sites were used. Monthly readings
were collected for the months from June through September for 1977 and the
years before and after the survey to supplement the 1977 information in
cases of missing data. Nonetheless, only 33 of the 43 sites had sufficient
information for the other site characteristics and the water quality param-
eters.12

The character of our data has an important implication for our estima-
tion of the varying parameter model. Specifically, our data are from a

11The specific measures of site characteristics considered were total
shoremiles; total site area; pool surface area; number of developed
multipurpose recreational areas at the site; number of developed access
areas on the site; number of picnic locations; number of developed camp
locations, boat launching lanes, and private and community docks at the
site; and the number of floating facilities at the site.

125even measures of water quality were collected, including dissolved
oxygen, fecal coliform density, pH, biochemical oxygen demand, phosphates,
turbidity, and total suspended solids. In addition, two indexes of water
quality were also considered--the National Sanitation Foundation (NSF)
index and the Resources for the Future (RFF) index developed by Vaughan
[1981] and underlying the RFF water ladder.



survey of users conducted at each of the recreation sites. This type of
survey is commonly used in recreation studies because it identifies users

at a reasonable cost. However, it provides no information on individuals
who chose not to use the site. This causes the measure of quantity demanded,
the trips to a site for a season, to be truncated at one. In addition, the
coding procedures used in the survey caused this variable to be censored

for the highest levels of use. (The last trip interval was recorded as six
or more trips.) Screening our sites to eliminate the ones most severely
affected by these problems reduced our sample to 22 sites. Table 2 summar-
izes the characteristics of these sites and their users.13

To assess the representativeness of the data used in estimating our
varying parameter model, we have evaluated them from both a demand and
supply perspective.1¢ While these kinds of comparisons can be treacherous,
the objective was not to be precise. Rather, it was to make a general
comparison in fairly crude terms that would serve to identify broad simi-
larities or differences.

On the demand side, we compared the characteristics of the users of 43
Corps of Engineers sites with those of the general public and with those of
the users of other Federal Estate lands. Compared to the general public,
users of the Corps of Engineers sites are more likely to be younger, to be
Caucasian, and to be employed as craftsmen or foremen. They also are more
likely to live in rural areas, to have attained slightly higher levels of
education, and to earn higher incomes. In comparison with users of other
Federal Estate lands, users of the Corps of Engineers sites are less edu-
cated and are less likely to be employed professionals or technical workers.
They also earn lower incomes, are more likely to live in rural areas, and
are more likely to have visited a site closer to their residences. On the
whole, the users of Corps sites are fairly typical of a broad spectrum of
the population.

On the supply side, we compared activities supported by the Corps of
Engineers sites with those supported by other water-based sites on State
and Federal Estate lands. Generally, all the sites support a broad range
of activities, with boating, fishing, swimming, picnicking, and camping the
most popular. Differences seem to be most prevalent in less popular activ-
ities like horseback riding. The Corps of Engineers sites are representa-
tive of sites that support flatwater boating and fishing, as well as exten-
sive camping. In summary, our Corps sites seem representative of a large
share of water-based recreation sites.

13In subsequent analysis we have taken two additional steps: we acquired
missing characteristics data to help us estimate the model for all our
sites, and we developed a maximum likelihood estimator to account for the
truncated and censored dependent variable. Unfortunately, we found that
our model performed best for the 22 sites. For more details, see
Desvousges and Smith [1984].

14For more details see Desvousges and Smith [1984].



TABLE 2. THE CHARACTERISTICS OF THE SITES AND THE SURVEY RESPONDENTS SELECTED FROM THE FEDERAL ESTATE SURVEY

Characteristics of survey respondents

Site characteristics Predicted . . a Nu:?er
Property Recreation Shore Area Yage rate Hofsehold Income . Visits ;gT+M) Cost . Miles obser-
Project name coda days miles acres X 4 X g X a X a X g  vations
Arkabutla Lake, MS 301 2,011,700 134 52,549 5.23 1.45 13,184 8,974 5.4 2.7 20.04 27.94 45 90 61
Lock & Dam No. 2

(Arkansas River

Navigation

System), AR 302 343,700 96 32,415 5.24 1.03 10,409 3,991 6.8 2.0 3.04 13.01 55 33 41
Belton lLake, TX 304 2,507,000 136 30,789 5.52 1.51 17,279 11,913 6.0 2.8 33.18 52.35 67 142 53
Benbrook Lake, TX 305 1,978,000 37 11,295 5.00 1.21 19,135 10,065 2.3 1.2 30.23 58.93 73 223 46
Blakely Mt. Dam,

Lake Ouachita, AR 307 2,104,300 690 82,373 5.24 1.53 17,144 9,524 4.3 2.8 45.39 49.31 121 139 91
Canton Lake, OK 308 3,416,500 45 19,797 5.09 1.54 17,392 10,553 4.6 3.2 32.30 22.97 95 99 74
Cordell Hultl Dam &

Reservoir, TX 310 2,167,900 381 32,822 5.43 1.58 15,491 9,215 5.7 2.9 29.65 34.70 60 87 104
DeGray Lake, AR 311 1,659,700 207 31,800 5.17 1.58 19,235 10,612 4.8 2.7 42.04 43.42 115 164 49
Grapevine lake, TX 314 5,139,100 60 17,828 5.20 1.58 19,309 10,992 6.3 2.6 38.45 64.32 92 217 92
Greers Ferry Lake, AR 315 4,407,000 276 45,548 5.15 1.45 15,890 8,562 4.7 3.0 54,16 70.00 154 306 217
Grenada Lake, MS 316 2,553,900 148 86,826 5.13 1.56 9,199 4,833 6.4 2.6 24.57 32.90 65 165 75
Hords Creek Lake, TX 317 359,500 11 3,027 5.26 1.42 16,263 9,699 4.4 3.0 39.46 48.25 108 170 54
Melvern Lake, KS 322 2,034,600 101 24,543 5.69 1.65 18,087 9,015 4.3 3.0 31.48 29.39 84 137 45
Millwood Lake, AR 323 2,042,300 65 142,100 5.49 1.87 18,630 1,319 5.6 3.0 37.62 55,21 90 176 53
Mississippi River Pool

No. 6, MN 325 645,500 55 11,292 5.79 1.42 19,589 10,693 4.8 3.0 52.23 55.19 141 240 70
New Savannah Bluff

Lock & Dam, GA 329 207,600 32 2,030 5.28 1.13 12,609 9,414 5.8 2.7 18.65 23.78 37 77 39
Ozark Lake, AR 331 1,102,000 173 39,251 5.02 1.22 12,654 7,568 4.9 3.0 58.71 98,54 199 433 52
Philpott Lake, VA 333 1,454,900 100 9,600 5.33 1.55 14,268 6,668 5.8 2.6 26.09 46.00 47 100 38
Proctor Lake, TX 337 975,200 27 15,956 5.49 1.63 17,510 11,167 5.4 2.9 46.08 40.96 109 103 52
Sam Rayburn Dam &

Reservoir, TX 339 2,728,700 560 176,869 5,32 1.35 19,515 11,331 4.1 2.7 40.23 31.90 85 74 67
Sardis Lake, MS 340 2,488,900 110 98,590 5.41 1.31 13,141 7,223 6.5 2.3 36.08 42.17 123 234 205
Whitney Lake, TX 344 1,976,400 170 53,230 5,25 1.29 18,688 11,651 5.0 2.8 35.40 38.03 96 195 201
aOne-way distance to the sijte. v

bNumber of observations are based on the final models estimated for site.

NOTES: X is the arithmetic mean
o is the standard deviation.
(T+M) cost 1s the sum of vehicle and time-related costs of a visit.



For perspective on the data requirements of our varying parameter
model, we can compare them with the data used in the other recent studies.
Table 3 summarizes the key features of the data used in each study includ-
ing the type of survey, sample size, variable measurement, and the type of
characteristics information. Several interesting points can be gleaned
from this table. For example, the data from these studies are all drawn
from populations of users. In effect, they do not yield information about
households who have not chosen to engage in some type of outdoor recreation
activity. As we noted earlier, this has important implications for the
types of statistical estimation models. Bockstael, Hanemann, and Strand
[1984] also point out that data sets based only on users do not allow for
zero consumption of a recreation site’'s services (i.e., corner solutions
are excluded).

In addition, the data contain no information on the discrete choices
households make among sites when deciding on the one they are going to
visit. Bockstael, Hanemann, and Strand [1984] suggest that this also is
an important dimension of the recreation decision that is too frequently
ignored in recreation demand models. Even the recreation participation
surveys that include both users and nonusers (e.g., see Vaughan and Russell
[1982b]) do not address the choice among sites. Generally, the focus of
participation surveys is limited to the recreate/not to recreate choice and
not to a profile of all choices during a season.

There also are some significant differences among the data from the
studies summarized in Table 3. For example, Vaughan and Russell obtained
visit and site data from the owner/operators of the recreational fee fish-
eries, while the other three studies had surveys of the users of these
sites. The Vaughan and Russell survey approach assumes that owner/operators
have accurate understanding of both their customers and their site charac-
teristics. It is somewhat analogous to the key informant survey method
that is popular in anthropological and organizational management research.

In addition, the Morey [forthcoming] data set has the most limited cov-
erage of a population. It is limited to a subset of the skiing population--
college student skiers. The Brown-Mendelsohn [1984] data have the largest
coverage of one group of recreationists, containing interviews from 5,000
fishermen. Our data set has the most extensive coverage of recreationists
engaged in a wide range of water-based recreation activities.

Finally, there are some subtle differences among the data on site
characteristics among the various studies. The data used with the two
varying parameter models have the most detailed, descriptive information of
site characteristics. By contrast, the Morey and Brown-Mendelsohn data
sets included only relatively few site characteristics--4 and 3 character-
istics, respectively. Brown and Mendelsohn used perception-based measures,
the mean values from respondents’ ratings of each of the three characteris-
tics for the 140 plus rivers in their study. Unfortunately, we have almost
no information on the relative performance of different measures of the
same characteristics to make a more definitive judgment of the most appro-
priate measure.



Data features

TABLE 3. PROFILE OF DATA USED IN RECENT RECREATION DEMAND MODELS

Models

Varying

parameter

Hedonic travel cost

Characteristics _demand

Desvousges-Smith [1984]

Vaughan-Russell [1982]

Brown and Mendelsohn [1984]

Morey [forthcoming]

Sample size and
composition

Dependent variable

Travel cost and
related expenditures

Sociodemographic
variables

Substitute site
visits

Site characteristics

Activities

Personal interview survey of
1,781 visitors at 22 Corps
of Engineers recreation sites
across the United States.

Visits per capita per season.

Separate estimates of travel
tine, onsite time, used $0.08
variable cost for mileage,

predicted wage for time cost.

Standard variable list plus
several attitudinal variables.

Manager assessment of impor-
tance of substitutes.

Corps estimates of access,
area, pool size. fish species;
facilities; site manager's
assessment of congestion levels.

List of all activities on
"surveyed" visit but no alloca-
tion of time spent on different
activities.

Mail interview survey of owner-
operators of 149 recreational
fee fisheries across the United
States.

Owner-operator reported estimates
of total visitors allocated by
origin zone.

One-way zone travel cost
($.076 per mile) plus fee or
same plus travel time valued
at BEA hourly wage rate for
zone.

Average income and population
for zone from new area file.

Owner-operator assessment of
degree of competition.

Access, area size, surrounding
countryside, congestion, fish
species provided by owner/
operator.

Type and number of fish
caught.

Mail interview of 5,500 licensed
fishermen in Washington.

Miles and hours for visitors in
63 origin zones for over 140
rivers.

Travel costs at $0.10 or $0.20/
mile and time at 30 percent,
60 percent and 100 percent wage
rate; different models for
different length trips.

Income, fishing experience.

Number of trips to each site
and average length of trip.
Mean value of respondents'

assessments of congestion,
scenic beauty, and fish density.

Steelhead fishing

Survey of 163 single college
student skiers

Expenditure shares sample
individuals for 15 sites.

Travel time cost at $1.15
minimum wage; lift ticket prices
for each site; unspecified
value for distance costs.

Skiing ability; family
characteristics

Number of trips to each site
and length of visit.

Estimates of acres of ski runs,
acres of specifically designed
ski runs, vertical transport
feet, and average snow fall.

Downhill skiing




What are the lasting impressions that we take from reviewing these
data? Clearly, none of the data sets is ideal. All involve compromises.
Most were collected for purposes other than the one for which they were
used in these studies. Thus, many questions that would be relevant to
recreation demand models were omitted from the surveys in favor of ones
that fulfill other objectives. As noted earlier, the treatment of the
opportunity cost of time is inadequate in all the surveys.

One impression still nags at us. This impression stems from the
analysts who view contingent valuation and revealed preference models
reviewed in this paper as competitors. In our view, they are better comple-
ments than substitutes. For example, the types of information needed to
deal with the data problems for the models discussed in this paper could be
included in a contingent valuation survey effort. |If the attention fre-
guently devoted to questionnaire development in contingent valuation were
spent on designing data for indirect methods, the ability of our models to
perform would improve substantially.1® Yet these issues will remain unre-
solved unless there is funding for basic research on recreation demand
models and subsequent primary data collection.

V. ESTIMATION AND RESULTS

In this section we briefly review our estimation procedures for the
generalized travel cost model. In addition, we provide some summary results
on the benefits of improving site characteristic--water quality--based on
our model. Both the procedures and results are based on additional research
over the last 2 years and differ significantly from those presented in
Desvousges, Smith, and McGivney [1983].

The major focus of our revised model is to address the estimation
problems created by the censored and truncated nature of our dependent
variable. As noted earlier, this character of our variable visits is
attributable to the onsite data collection that included only users, along
with the coding procedure used by the interviewers for the maximum number
of visits. To address these problems, we have reestimated each demand
function with a maximum likelihood (ML) estimator that takes account of the
truncation in visits at low levels of use and the censoring in the upper
levels of use. Under the assumption of a normal error structure, with
truncation at zero!® and censoring at k, the likelihood function is given
in Equation (6):

15The complimentarity between contingent valuation and the revealed prefer-
ence models is a two way street. For example, practitioners of contingent
valuation would benefit substantially from the kind of model development
that goes hand in hand with revealed preference approaches. Smith [1985]
and Hanemann [1984] imply that contingent valuation will never fully
mature unless it can develop models of how respondents answer the valua-
tipn questions.

18The truncation at zero arises because the dependent variable for the
demand function was the logarithm of visits.



- = L o(10v,-B%,)/0) 1-4((k-BX,)/o
L(B, o2, InV) = 1II — II — > (B)
ieS, (1—¢(-BX1./0)) ieS, (1-¢(—BX1./0))

where

]nV1~ = natural log of the number of visits to the site by the ith

individual
E = paramter vector (1 x k)
X. = vector of independent variables describing ith individual

(k x 1)

o2 = variance in the error associated with each site's demand
function

S; = set of observations with 0 < 1nV1. < k
S, = set of observations with TnVT._> k
o(+)

¢(+) = Distribution function for the standard normal variate

density function for the standard normal variate

Table 3 reports the demand estimates from our earlier research in
Desvousges, Smith, and McGivney [1983] and Smith, Desvousges, and McGivney
[1983b] using OLS and the maximum likelihood methods for each of the 22
sites used in the development of our original model. (We employed the
Davidon-Fletcher-Powell [1963] algorithm in GQOPT to obtain the ML esti-
mates.) The model is consistent with our first version of both the site
demand functions and the second stage, demand parameter-site characteris-
tics models. That is, we specified quantity demanded (the natural log of
visits) to be a function of travel costs (including round trip vehicle
related costs and the time costs of travel) and the household income.
Generally, the ML results differ substantially from the original OLS esti-
mates. For example, the ML estimates of the travel cost parameter are
larger in absolute magnitude, which implies more elastic site demands.

Also noteworthy is that the coefficients of models for the 22 sites we
had earlier judged less likely to be affected by the truncation and censor-
ing problems changed substantially. When we estimated the model for the
complete universe of our sites with the ML estimator, the smaller sample
results were consistently more plausible. Thus, we found the truncation/
censoring effects to have sizable effects on the coefficients of our first
stage travel cost demand models.

Table 4 reports the generalized least-squares estimates for the second
stage demand parameters using the ML estimates. While the specification
corresponds to what was used in the first generation framework, there are



TABLE 4. MAXIMUM LIKELIHOOD AND OLS ESTIMATES OF GENERAL MODEL BY SITE
LN VISITS o + @y (T+M) COSTS + ap, INCOME

Site Function

Site name No. Estimator Intercept T+M cost Income value R2 df

Arkabutla, Lake, MS 301 ML 2.33 ~0.0473 1.9 x 10-6 -24.00 - -
(8.21) (-6.20) (0.11)

oLS 1.58 -0.0083 6.2 % 10-6 - 0.15 58
(9.99) (-3.09) (0.67)

Lock and Dam No. 2 (Arkansas 302 ML 2.31 -0.0125 1.6 x 10-5 -17.67

River Navigation System), AR (2.31) (-0.28) (64.95)

oLS 2.31 -0.0125 -1.8 x 107> - 0.1 38
(9.76) (-2.30) (-1.08)

Belton Lake, TX ’ 304 ML 2.94 -0.0727 1.2 % 10-5 -23.61 - -
. (4.62) (-2.70) {0.42)

OLS 1.69 -0.0052 2.6 x 10-6 - 0.12 50
(9.38) (-2.47) (0.29)

Benbrook Lake, TX 305 ML 2.45 -0.0472 8.3 X 10“5 ~16.01 - -
(1.54) (-1.09) (0.60)

OLS 1.83 -0.0054 6.0 % 10-6 - 0.30 43
(10.70) -4.11) (0.80)

Blakely Mt. Dam, 307 ML 2.44 -0.0374 ~9.6 % 10-6 -18.17 - -
Lake Ouachita, AR (24.03) (-13.863) (-0.88)

oLs 1.70 -0.0079 -7.6 x 1070 - 0.24 88
(10.08) (-5.14) (-0.98)

Canton Lake, 0K 308 ML 3.86 -0.2788 1.4 x 10'-4 -12.51 - -
(8.94) (-12.58) (11.23)

oLs 1.77 -0.0206 7.1 x 10°° - 0.26 71
(8.61) (-5.28) (0.86)

Cordell Hull Dam and 310 ML 2.91 -0.0657 3.8 % 10-6 ~29.26 - -
Reservoir, TN (87.61) (-22.02) (0.90)

oLs 1.86 ~-0.0133% -1.2 x 10~8 - 0.34 101
(14.13) (~6.00) (-0.01)

DeGray Lake, AR 311 ML 2.36 «0.0267 -1.5 x 10-5 -17.81 - -
(3.55) (~1.57) (-0.56)

oLS 1.79 -0.0070 -6.9 x 10-5 - 0.17 46
(7.71) (-3.00) (-0.73)

Grapevine Lake, TX 314 ML 2.71 ~0.0311 1.8 x 10_5 -26.92 - -
(6.41) (~3.43) (1.42)

oLs 1.80 -0.0073 8.5 x 10‘-6 - 0.47 89
(16.12) (-8.80) (2.70)

Greers Ferry Lake, AR 315 ML 2.10 -0.0287 2.8 x :!.0’-5 -51.84 - -
(15.91) (-9.84) (3.20)

oLs 1.48 -0.0065 8.4 x 10.6 - 0.28 214
(14.08) (-5.02) (1.42)

Grenada Lake, MS 316 ML 4.92 ~0.0924 -3.5 x 10-5 -29.47 - -
(8.97) (-4.58) (-0.58)

oLs 2.04 -0.0095 -1.0 x 10—5 - 0.22 73
(12.61) (-4.36) (-0.68)

(continued)



. TABLE 4 (continued)

Site Function

Site name No. Estimator Intercept T+M cost Income value R2 df

Hords Creek Lake, TX 317 ML 2.77 -0.0502 -6.5x 10°°  -13.49 - -
(5.07) (-2.38) (-2.22)

oLS 1.73 -0.0050 -2.1x 107> - 0.1 81
(8.22) (-2.11) (-1.76)

Melvern Lake, KS 322 ML -2.42 -0.1797  7.4x 1077 -14.17 - -
(-2.18)  (-20.00) (2.56)

oLs-1 1.30 -0.0079 4.1x 10°° - 0.06 42
(4.47) (-1.56) (0.32)

Millwood Lake, AR 323 Mi © 1.43 -0.0331  7.4x10°  -20.14 - -
(2.97) (-6.15) (2.97)

oLS 1.43 -0.0081 1.8 x 1070 - 0.25 50
(7.94) (-3.99) (2.14)

Mississippi River Pool 6, MN 325 ML 1.48 ~0. 0565 5.8 x 10-5 -22.21 - -
(2.67) (-1.75) (1.41)

oLs 1.41 -0.0074 1.3 x 10 - 0.22 &
(7.45) (~4.39) (1.53)

New Savannah B1uff Lock 329 ML 3.28 -0.0538 -5.6 x 10°  -19.51 - -
& Dam, GA (2.24) (-0.68) (-0.59)

oLS 1.88 -0.0067 -9.8 x 10°° - 0.06 35
(8.39) (-1.44) (-0.70)

pzark Lake, AR 331 ML 1.98 -0.0220 1.2 x 1077 -8.27 - -
(3.70)  (-14.25) (0. 36)

OLS 1.66 -0.0046 -8.8 x 10°° - 0.31 48
(8.52)  (-4.44) (0.66)

Philpott Lake, VA 333 ML 2.21 -0.0335 2.2 x 107° -8.80 - -
(4.77)  (-22.71) (0.80)

oLs 1.90 -0.0087 -1.7 x 10°° - 0.35 35
(9.28) (-4.40) (-0.13)

Proctor Lake, TX 337 ML 4.09 -0.0643 5.0 x 107° -6.63 - -
(6.59) (-2.18) (0.27)

oLs 2.06 -0.0134 1.2 x 10°° - 0.54 49
(13.61) (-7.50) (0.19)

Sam Rayburn Dam & 339 ML 1.60 -0.0744 © 1.0 x 1070  -14.41

Reservoir, TX (1.64) (-2.52) (0.23)

oLs 1.6 -0.0094 1.0 x 10°° - 0.11 64
(7.06) (-2.83) (0.13)

Sardis Lake, MS 340 ML 2.48 -0.0095 1.5 x 107>  ~100.97 - -
(7.01) (-2.05) (0.63)

oLS 1.81 -0.0030 4.3 x 10°° - 0.05 202
(20.73) (-3.17) (0.78)

Whitney Lake, TX 344 ML -0.378 -0.0166 3.0 x 107> -98.95 - -
(-0.17) (-1.08) (0.83)

oLs 1.41 -0.0025 3.2 x 10°° - 0.02 201
(13.07) (-1.80) (0.72)




substantial differences in the results. Water quality, as measured using
dissolved oxygen, has a positive and statistically significant effect on
the intercept but not the other two estimated demand parameters. Moreover,
the record with respect to the other site characteristics is not as good as
was reported for the first generation version of the model. Few character-
istics would be judged to be significant determinants of these site demand
parameters. Thus, these results taken alone do not provide a compelling
case for accepting the revised model based on the ML estimates of site
demand parameters.

However, we should note that our size is relatively small and the
degree of discrimination required of these models is quite demanding. This
is compounded by the quality of available data on both water quality and
other site characteristics. Nonetheless, we must conclude that our attempts
to improve the site demand estimates has led to more questions about the
plausibility of the second stage equations for the generalized travel cost
model.

To evaluate the implications of this revision to the generalized
travel cost model, we completed two sets of comparisons. First, Table 5
presents estimates of the incremental changes in Marshallian consumer
surplus for two levels of improvement in water quality for each version of
the model across a range of different sites. These benefits are calculated
for a "representative" user of each site who has the average travel cost as
his price, the maximum travel cost as the choke price, and the average
household income of users of each site. In the three columns following the
site number code of Table 6, the specific values for each of these variables
are reported. The remaining four columns report the estimated benefits per
season (in 1977 dollars) for two water quality improvements--boatable to
fishable and boatable to swimmable--conditions. Both changes are measured
using dissolved oxygen and the standards defined by Vaughan [1981].17

Several results from this table are quite striking. For example, the
estimates based on our first generation model are substantially larger than
those of the ML based model. Improvements from boatable to fishable range
from $39.97 for the Arkansas River to $155.73 for Millwood Lake. By con-
trast, the ML estimates are as low as $0.39 with the largest estimate for
Millwood Lake of $33.62. As a percent of the first generation results, the
ML estimates range from 0.4 percent to 72 percent. However, most sites
fall within a somewhat narrower range of 3 percent to 33 percent. Thus,
these results imply a substantial difference in the valuations derived from
each of the two models.

Our second comparison attempts to gauge the plausibility of each set
of estimates based on what has been found in earlier studies of the recrea-

17The values for dissolved oxygen are given as follows: (a) improvement
from boatable to fishable is assumed to be associated with a change from
45 to 64 percent saturation; (b) improvement from boatable to swimmable
is assumed to be associated with a change from 45 to 83 percent saturation.



TABLE 5. GENERALIZED LEAST-SQUARES ESTIMATES USING MAXIMUM
LIKELIHOOD SITE DEMAND ESTIMATES
Independent Travel cost Income
variables Intercept parameter parameter
Intercept -0.044 -0.022 0.17 x 1074
(-0.024) (-0.431) (0.657)
Shore 0.001 0.11 x 107% -0.60 x 10~/
(0.782) (-0.382) (-1.449)
Access -0.039 0.27 x 1072 0.14 x 10°°
(-1.071) (1.301) (0.074)
Water pool 1.461 -0.089 .0.86 x 1072
(1.030) (-1.522) (2.731)
DO 0.020 .0.10 x 1073 .0.24 x 10°°
(2.076) (-0.286) (-0.766)
VDO 6.47 x 10°° 1.48 x 1077 5.28 x 10 19
(-2.077) (0.127) (0.573)
R2 0.475 0.196 0.455
F 2.89 2.50 2.68

qpefinitions for

Shore:
Access:

Water pool:
DO:
VDO:

the site characteristics are:

Total shore miles at side during peak visitation period.

Number of multipurpose recreational and developed access

areas at the site.

Size of hte pool surface relative to total site area.

Dissolved oxygen (percent saturation).

Variance in dissolved oxygen.



TABLE 6.

A COMPARISON OF BENEFITS ESTIMATES FOR WATER QUALITY IMPROVEMENTS FOR THE

FIRST. AND SECOND GENERATION MODELS'

Average ﬁ\g/rg?e" ﬁ?@lm h _Boatable to fishable Boatable to swimmable

Site No. income cost cost First Second First Second
Arkabutla Lake, MS 301 13,184 20.04 209.35 104.57 29.37 274.20 66.13
Lock & Dam No. 2 302 10,409 3.04 70.01 33.37 29.01 83.45 67.42
Arkansas River, AR
Belton Lake, TX 304 17,279 33.18 302.86 115.84 9.62 331.45 21.34
Benbrook Lake, TX 305 19,135 30.23 344.44 124.64 6.53 366.68 1452
Blakey Mt. Dam, 307 17,144 45.39 286.03 43.54 3.38 131.73 7.41
Lake Ouachita, AR
Canton Lake, OK 308 17,392 32.30 106.16 42.83 4.90 101.59 10.94
Cordell Hull Reservoir, TX 310 15,491 29.65 184.35 68.75 14.21 173.75 31.52
DeGray Lake, AR 311 19,235 42.04 210.48 82.72 10.37 218.39 22.59
Grapevine Lake, TX 314 19,309 38.45 307.28 114.12 3.86 323.63 8.51
Grenada Lake, MS 316 9,199 2457 207.05 99.16 19.17 262.04 43.53
Hords Creek Lake, TX 317 16,263 33.46 304.01 112.35 311 321.87 6.89
Melvern Lake, KS 322 18,087 31.48 130.50 56.21 5.46 136.35 12.14
Millwood Lake, AR 323 18,630 37.62 309.24 155.73 33.62 461.81 74.15
Mississippi River Pool 325 19,589 52.23 843.86 100.17 0.39 300.51 0.84
No. 6. MN
New Savannah Bluff 323 12,609 18.65 157.36 84.32 13.07 209.64 29.53
Lock & Dam, GA
Ozark Lake, AR 331 12,654 58.71 457.44 94.66 6.34 291.05 14.07
Philpott Lake, VA 333 14,268 26.09 268.76 117.99 16.79 328.58 37.54
Proctor Lake, TX 337 17,510 46.08 172.41 68.93 0.82 178.22 1.80
Sam Rayburn Dam 339 19,515 40.23 155.30 49.30 9.35 122.62 20.46
& Reservoir, TX
Sardis Lake, MS 340 13,141 36.08 429.20 128.98 9.19 338.58 20.46
Whitney Lake, TX 344 18,688 35.40 303.62

®These are the Marshallian consumer surplus estimates for each site using the maximum travel cost in each case as a

finite choke price.

109.70

6.73

315.02

15.03




tion values of water quality improvements. Table 7 presents the first
water quality change--boatable to fishable--and compares our estimates with
the second generation framework reported estimates (including our own
earlier work [Smith, Desvousges, and McGivney, 1983a]). Table 7 reports
the estimates derived from the travel cost models on both a per-trip and a
per-day basis in 1982 dollars.18

Two aspects of these results are especially important. First, our
initial model's benefit estimates for the Corps sites are substantially
outside the range from past studies for these types of recreation areas.
However, when the model was applied to the Monongahela River sites, its
estimates clearly fall within the range anticipated by past experience.
This discrepancy in performance accentuates the importance of site char-
acteristics. That is, the characteristics of the Monongahela sites are
substantially smaller and have fewer access points, but have a larger
fraction of each site's area associated with water (i.e., the river) than
the other Corps sites. Thus, using the first generation of the model to
predict the demand for the Monongahela River site was a projection substan-
tially outside the range of values for the site characteristic variables.

By contrast, the second generation model provides benefit estimates
for the Corps sites that are more consistent with the valuations for water
quality improvements obtained with earlier studies. Thus, we have an
unusual example of a situation in which the parameter estimates do not
provide a strong case for a model but the end use of its estimates does.1®

VI.  IMPLICATIONS

Several implications for future research emerge from our discussion of
the varying parameter model and its relationship to other recent recreation
demand models.

. The varying parameter model is a plausible practical model
for valuing the changes in site characteristics. Its main
weaknesses stem from inadequate data on substitute sites and

18These are based on the average number of trips for each site and the

average number of days reported for the trip in which the respondents to
the survey were interviewed. Actual trips were selected rather than pre-
dicted trips because the latter will be a biased estimate from a semi-log
function. Moreover, there are additional problems in selecting the pre-
dicted number of trips for normalization. There are predictions available
at each level of water quality that might be used as the base in evaluating
each water quality change. Since the actual water quality conditions at
these sites often were closer to or exceeded fishable conditions, actual
use was judged to provide a better normalizing factor than the available
estimates.

19See Klein et al. [1978] for a general discussion of these issues as they
relate to selecting an objective function for selecting statistical esti-
mators of the parameters of economic relationships.



TABLE 7. A COMPARISON OF ALTERNATIVE ESTIMATES OF THE BENEFITS OF WATER
QUALITY IMPROVEMENTS FROM BOATABLE Té) FISHABLE
CONDITIONS IN 1982 DOLLARS

Study Original estimate 1982 dollars
Vaughan-Russell $4.00 to $8.00 per person per day was $4.68 to $9.37
[1982] the range over the models used (1980

dollars)
Loomis-Sorg [1982] $1.00 to $3.00 per person per day over $1.00 to $3.00

regions considered; based on increment
to value of recreation day for cold-
water game fishing (1982 dollars)

Smith, Desvousges, $0.98 to $2.03 per trip using first $1.04 to $2.15
and McGivney generation generalized travel-cost
[1983a] model with Monongahela sites, boatable

to fishable water quality (1981 dollars)
First Generation $5.87 to :1554.20b per trip ($2.24 to $9.35 to $86.34
Generalized Travel $122.00 per visitor dayc) for Corps ($3.57 to $194.35)
Cost Model sites, change from boatable to

fishable water quality (1977 dollars)
Second Generation $0.08 to $5.43 per trip ($0.04 to $0.13 to $8.65
Generalized Travel $18.78 per visitor day) for Corps ($0.06 to $29.92)
Cost Model sites, change from boatable to

fishable water quality (1977 dollars)

%The Consumer Price Index was used in converting to 1982 dollars. The scaling
factor for the conversion from 1977 to 1982 was 1.593.

bThese estimates relate only to the Marshallian consumer surplus (M2).

“The reason for the increase in the range for benefits per day is that some trips
were reported as less than a day. The appropriate fractions were used in devel-
oping these estimates.



jointly produced recreation activities. Yet the other
recent studies all seem to require some type of unrealistic
assumptions about household behavior.

. Data quality is important. All of the recent studies are
hampered by inadequate data. Attempts to improve the quality
of data collection for indirect or revealed preference
models would pay handsome dividends.

. Focus groups with a relatively small number of recreators in
group discussions could vyield valuable insights about the
household's decision process for recreation. Topics could
include discrete nature of decisions, perceptions of site
attributes, and the nature of household production of recre-
ation activities.

. Statistical problems like truncation and censoring can have
substantial effects on the benefit estimates derived from
travel cost models. Studies that fail to deal with these
problems may have significant estimation problems.

. Contingent valuation and the travel cost approach are good
complements. Data required for one approach can prove
useful for the other.

The recent models valuing quality changes are significant improvements
over their predecessors. Yet further improvements await better understand-
ing of household's recreation decisions and dramatically better data.
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ABSTRACT

From a general consumer utility maxim zation nodel, which
describes a consumer's quality and quantity choices, a nunber of
specific models are derived, including multiple site travel cost nodels,
and the hedonic nodel. However, the transition fromthe general node
to estimation of the paraneters involves dealing with a nunber of
issues. These include paraneter identification, the use of weak
conpl enentarity and path-independence assunptions, and the question of
whet her the estimated demand curves are adequate approximations to
compensat ed demand curves. These issues are explored for each of the
specific nodels. One of the nodels, the hedonic nmodel, is estinated
and applied to the valuation of quality changes in deer hunting sites in
the Black HIIs National Forest of South Dakota.
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[. I NTRODUCTI ON

Bi ol ogi sts and ecol ogi sts have for sone time been aware that
forest managenent practices can affect wldlife popul ations through
their influence on the availability of desirable wildlife habitat.1
Scientists who study human notivations in a recreational setting have
known that the satisfactions hunters derive from hunting experiences are
i nfluenced both by the environment in which the hunting takes place and
by whether or not they are successful.2 However, unlike such forest
products as tinber, wldlife habitat and pleasing recreational environ-
ments do not have readily observable market prices. For public agencies
charged with the managenent of forest resources, this has made provision
of outputs such astinber, for which the benefits are easily determn-
able, easier to justify than nonmarket resources services such as wld-
life habitat or pleasing recreational environnents, for which benefits
are not easily neasured.

Assessment of the demand for and value of these nonmarket resource
services can help to strengthen the underpinnings for nultiple use
managenent practices. However, because what forest management practices
do is change the levels of resource services available at locations in
the forest, it is necessary that primary enphasis be placed on val uing

changes in the |levels of resource services provided. The next section

of this paper will set out a general nodel for the measurement of the
econom ¢ efficiency benefits from management practices that increase the
| evel of certain resource services (deer habitat and a desirable hunting
environnent). Fromthe general nodel a number of specific nodels can be
derived, including a number of variants of the travel cost nodel, and

the hedonic travel cost nodel. These specific nmodels are discussed in



section |11, where consideration is given to the assunptions involved in
identifying the relevant demand curves, and using themto val ue resource
service changes. Finally, in section IV one of these nodels, the hedonic
travel cost model, is estimated and wildlife habitat inprovement benefits
to hunters in the Black Hlls National Forest in South Dakota are cal cu-

| at ed

[l.  THE GENERAL MODEL

(1) Background

In general two types of approaches are possibilities for neasur-
ing the economc efficiency benefits fromthe provision of wildlife
habitat and a pleasing hunting environnent for hunters. One, the con-
tingent valuation approach, uses direct questioning techniques to obtain
values for hunting days, visits or seasons, or sinply for the existence
of certain types of wildlife. This approach is exenplified by the work
of Mtchell and Carson (1981), Brookshire, Thayer, Schulze and d' Arge
(1982), Desvouges, Smth and MG vney (1982), Bishop, Heberlein and
Keely (1983), and Brookshire, Eubanks and Randall (1983). The other
approach, and the one which is used here, uses information on the actua
behavi or of hunters to infer the benefits they derive.

Mre specifically, the behavior that is observed in the second
approach is the hunter's choice of a hunting site. A forest environnent
can be viewed as providing a set of hunting sites. Hunting benefits
have often been assessed directly in terms of hunters' demands for
visits to these sites using a consumer's surplus neasure of benefit.

However, the demands for visits to these sites can be viewed as being



derived fromthe attributes or characteristics of the sites and demands
may be assessed for these characteristics. The consumer's surplus
approach can then be used to assess benefits associated with obtaining a
certain level of the characteristic or of a change in the availability
of the characteristic.

In the case of recreational deer hunters, at |east one of the
rel evant characteristics woul d be expected to be the probability of
bagging game. The literature on the notivations of hunters (Potter,
Hendee and C ark [1973]; Mre [1973]; and Stankey and Lucas [1973])
shows that bagging gane is a necessary, although not necessarily the
most inportant, elenment of a recreational hunting experience. Hence
vegetative characteristics that provide desirable habitat for gane are
likely to have some appeal for hunters. However, it is also true that
vegetative and |andform characteristics that provide a pleasing |and-
scape for hunters will be inportant.

Gven that forest vegetative characteristics can affect the hunter's
recreational experience both directly and indirectly, through the provi-
sion of wildlife habitat, nmanagenent practices which affect these vege-
tative characteristics are likely to affect the quality of the hunting
experience and therefore the benefits provided to hunters. \What is done
in this paper is to use observations on hunter choices of sites in the
Black Hlls National Forest, along with information on the costs asso-
ciated with these choices, to assess the benefits associated wth nanage-

ment practices that increase the availability of desirable hunting sites.

(i1) The Formal Model

The nodel used in this study is a consunmer utility maxim zation

model . The consuner chooses site quality, the nunber of recreation



visits, and the amounts of other goods and services to consume, based on
his utility function, his budget constraints, and the prices or narginal.
costs of quality units, visits and other goods and services. Here the
nuneraire good X represents all other goods and services, and the
utility function is assumed to be weakly separable such that neither the
marginal utility of visits nor the marginal utility of quality is
affected by the level of X Nor is the marginal utility of X affected
by the level of visits or quality. The cost function for visits is
assuned to be such that the cost of each visit has a fixed conponent
that is independent of the quality choice, and a variable conponent that
depends upon the quality choice.

Let the recreationist's utility function be

Ux) + WUn,q) (1)
where: X is a numeraire good;
n is the nunber of visits;
qis the site quality characteristic.
The cost function is assumed to be of a formsuch that the marginal cost
price of a visit can be changed without affecting the choice of q. The

cost function is

c=x+ (h +K((q))n (2)
where: his the part of the cost of a visit which is independent
of q;
K(q? Is the part of the cost of a visit which depends
upon g;

the price of the nuneraire good is unity.

The first-order conditions for n and q are

U

5 = b+ K(q) (3)
X

U

T (4)
X



In general, (3) and (4) inply a simltaneous equation systemwith
four unknowns, n and g, and their prices. The change in the resource
service is nodeled as a shift in Kq, and what nust be neasured is the
benefit (consumer's surplus change) from this shift. However, in its
general form the household production function nmodel is not particularly
useful for estimation purposes, or for calculating consuner's surplus
changes. In deriving, fromthis general nmodel, a nmore specific nodel
which can be estinmated, and will allow consunmer's surplus calcul ations
to be made, there are a nunber of issues which nust be addressed. These
can be grouped into four categories.

1) Can the paraneters of the cost and demand functions be
i dentified?

2) Can weak conplenentarity be assuned?

3) Is the line integral neasurenent of consuner's surplus path
i ndependent ?

4) Can it be assuned that the neasurable Marshallian demand
curve is a reasonable approximation for the conpensated
demand curve?

These categories are not entirely independent of one another

The assunption of weak-conplenentarity can limt the nunber of demand
and supply curves that need to be identified. If the Marshallian and
conpensated demand curves are equival ent, path-independence in the
measurement of consuner's surplus is guaranteed. In the next section
sone specific nodels that can be derived fromthe general nodel are

considered, with a view to how each specific nodel deals with these four

i ssues.



I11.  SPECIFI C MODELS

(i) The Single Site Travel Cost Mde

If there is only one site, then q is perfectly inelastically
supplied, and can be taken as exogenous. This means that the demand-
supply systemis reduced to the two equation system containing the
demand and supply curves for n. Since q is not a choice variable, the
marginal cost of nis sinply h, which is also exogenous. This |eaves
the demand curve for n, the only relationship requiring estimation,

i dentified.

If g is an exogenous predictor variable in the demand curve for n,
then an increase in q at the site will shift the demand curve, and there
will be a consuner's surplus change. Does this change neasure the bene-
fit the consumer obtains fromthe increase in q? This depends upon the
answers to the second, third and fourth questions posed in section II.

First consider the weak conplenmentarity assunption. This assunp-
tion says that if n = O,‘% = 0 (Maler [1974]). If there are no visits
taken to the site, an increase in q yields zero marginal utility. This
assunmption is usually regarded as a reasonable one, and its use ensures
that there is no additional benefit fromthe change in g that is not
measured by the change in the area under the conpensated demand curve
for n.

The final two issues both are related to the fact that, in gen-
eral, the estimated demand curve will be a Marshallian demand curve, and
not a conpensated demand curve. The former incorporates incone effects
the latter does not.

The pat h-i ndependence assunption is inmportant because, in gen-

eral, a shift in the supply curve for g will mean that the consunption



of both g and n will change. Path-independence is required in order for
the benefit neasure to be unique. If gl(n,q,x) is the inverse denand
function for n, and gz(n,q,x) I's the inverse demand function for g (with
x as the incone |evel) path-independence on the demand side requires
t hat 81q = 8y That is, the income effects enbodied in the changes in
g and n nust be the same. On the cost side the path-independence
assunption requires that an = qu. In this case qu = an = 0, since
C = hn

Finally, there is the question of whether the estimated
Marshal | i an demand curves are reasonabl e approxi mations to the com
pensat ed demand curves which correctly neasure the welfare gains or
| osses from exogenous changes. In the general nodel the assunptions of
a constant U_ and Ugx = U, = 0are sufficient to ensure that the
Marshal | ian and conpensated demand curves are equivalent. In any
specific case these are unlikely to hold exactly. However, as WIllig
(1981) has shown, if g and n account for only a small portion of the
consuner's total budget, then the income effects associated with the
changes in n and g will be snmall, and the Marshallian demand curves wll
be reasonabl e approximtions to the conpensated ones. As a practica
matter it is possible to estimate inconme elasticities of demand for n
and g. If they are small, the Marshallian demand curve will suffice.
If they are large, then an approach, such as that suggested by Hausnman
(1981) nmay be required to calculate the conpensated demand curves from
the Marshallian demand curves. |n general the approach used in travel
cost nodels is to assume explicitly or inmplicitly that the Marshallian

demand curve is an adequate approximation.



(i1) The Multi-Site Travel Cost Mbde

Cross-sectional data with multiple sites are usually used to
obtain the variation in q necessary to estimate the effect of a shift in
g. In the sinplest case it is assuned that each consuner still faces a
perfectly inelastic supply curve for gq. However, since different sites
are of different quality, exogenous variation in the level of qis
introduced. Although there are multiple sites, fromthe point of view
of any given consumer there are no substitute sites. A conparison of
the consumer's surpluses generated by sites with different levels of q,
neasures the benefit froman increase in q. This is essentially the
model used by Desvouges, Smith and MG vney (1982), and by Vaughan and

Russel| (1982). It can be witten as

ngy = £lays By (5)
wher e: n,, = visits to site i by a consuner at location j;

q;) = quality level of site i

hij = cost of visiting site i fromlocation j.

If the no substitutes nmodel is not considered to be appropriate
then the prices and qualities of substitute sites need to be included
as predictors, and (5) becomes:

ngy = £lags Bygs g Brgs Qg Byge oo a0 Byp) (6)

where: k through z are substitute sites for i

Now an increase in g must be sinulated by a conparison between
sites with different q s but the same prices and quantities for the
substitute sites, k through z. There is a question of how to specify
the substitute sites. Site k, for exanple, could be a specific site, or
it could be merely a site of a specific quality level. If the forner

specification is used, then it will be difficult to hold all of the

costs of visiting the substitute sites constant, while increasing hij.



It may be easier to replace the substitute price and quality terns with
an index of overall substitute availability and quality. This is what
is done in the nultiple site travel cost nodels, such as those of
Cesario and Knetsch (1976).

The second alternative is to group together sites of a given
quality level , and identify themas site type k. The substitute cost
variable for site type k, for an individual fromlocation j, is the
m ni mum cost required to visit a site of type k. Burt and Brewer
(1971), and G cchetti, Fisher and Smth (1976) used this type of nodel
Suppose there are msite types. Then for an individual at location j a

system of m denmand equations exists

=]
|

= fl(hlj, th’ h3j’ cees

fz(hlj, hzj, th, e

3

mj

[= =
B
~

mj = fm(hlj’ th’ h3j’ cens hmj)

Now an increase in g at a given site changes its site type. This
means that the price of a higher quality site type is lowered, and the
price of a lower quality site type is increased. The original con-
suner's surplus amount can be measured by starting with the originallh
t hrough s and increasing themuntil n, t hrough n all equal zero. The
new consuner's surplus (after the site type change) is neasured in the
same way, except that the altered price set is used as the starting
price set. The benefit measure is the difference between the old and
new consuner's surplus anmounts

There is another way to use the model in (7). Since oy t hr ough

1 t hrough

n_. nust also be a function of h., through h_.. Now define
m]j 1j mj

n_, are all functions of h,, through h_., the sumof n
m] 13 m]
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By mln(hlj, h.., h hmj)’ and Kj(ql) through Xy q_) equal
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toh hj respectively. The demand systemin (7)

. h, h ., -
13 - "Jthrough m]
can be witten as:

nj = f(hj + Kj(ql), hJ + Kj(qz)’ hj + Kj(qB)s cees (8)
hj + Kj(qm)),
R
n, = g(hj, Kj(ql), Kj(qz), Kj(q3), caes Kj(qm))- (9)

NOW a consumer's surplus calculation for a given set of Kj(ql)

t hr ough Ki(qm) can be carried out by increasing h until ?. =0. A
change in some of the Kj(ql) t hr ough Kj(qm) can be nmade and the con-
suner's surplus recal culated. The difference between the new and ol d
consumer's surpluses measures the benefits fromthe change in site type.

The multiple site nodels all rely on identification of demand
curves for visits to sites. These denmand curves are identified because
site prices are exogenous. Since weak conplenmentarity (Uq = 0 and
Cq = 0whenn =20) is either explicitly or inplicitly assumed, identi-
fication of visit demand curves is sufficient to allow neasurenent of
benefits from changes in g, or in some of the Kj(ql) t hrough Kj(qm).

In the no substitute case, or when the prices and qualities of
substitutes remain unchanged, the path-independence conditions, and the
conditions to ensure approximation of the conpensated demand curves, are
as discussed in section IIl (i). Inthe muiltiple site nodel used by
Burt and Brewer (1971), the g change is replaced by multiple price
changes. Path independence requires that the inconme effects associated
with each of the price changes be the sane. Cose approximation to the
conpensat ed demand curves requires that the incone effects associated

with these price changes are small. Wien (7) is replaced by (8) or (9)

10 -



qu Is perfectly elastic, then a fixed qu Is equivalent to a fixed set
of Kj(ql) t hr ough Kj(qm) in (8) or (9), and (10) can be identified. In
the nmore general case the qu(q) function will have an endogenous com
ponent, which depends upon the level of g chosen, and an exogenous com
ponent (Ej) depends upon the consuner's location relative to the various
sites. In this case Ej can be used as an instrument in estimting the
demand curve for n.

It is also worth noting that if the utility function has a form
such as (11), and the cost function is as in (2), that the choice of q
wi || be independent of the choice of n.

Ux) +n UWa) + Un) (11)

This has the advantage that the system of four simultaneous
equations' inn and q and their marginal cost prices can be treated as
a block recursive system ¢ and qu are determned by the first block
(containing the demand and narginal cost curves for g), and can be
treated as exogenous in the second block (containing the demand and
mar gi nal cost curves for n). This result is also quite sensible, in
that it allows the choice of q for a given visit to be taken inde-
pendently of the number of visits.

So far we have determned that a demand curve for n can be iden-
tified. Wth the usual weak-complenentarity assunption, the benefit
from an exogenous increase in g (or decrease in qu) can be neasured by
the change in the area under the demand curve for n, and above the nar-
ginal cost curve for n. However, there may be cases in which hj does
not exhibit sufficient variation to allow the demand curve for n to be
estimated, or n does not exhibit variation. |In these cases it may be

worthwhile to consider estimating the demand curve for q.

12 -



Consi der the first case where hj Is invariant, but n does exhibit
variation. Let hj(q) = K(q,Ej), wher e EB is the exogenous shift
component - dependent on variation in origin location. Assune two
alternative forms of the utility function.

First assume the formin (11), where the consuner's choice of
Is the sane for every unit of n. Then if U 0 and Cn =0wenqg=0
t he demand and supply curves for q can be used to calculate the con-
sumer's surplus fromone visit. Since each visit yields the same
consuner's surplus, n sill either stay at its original level, or be
reduced to zero, depending upon the |evel of %..'This means the tota
consuner's surplus change is the change for one visit multiplied by the
original level of n. However, unless hj =0, the c = 0 assunption wll
not hold. This means that if the Ej change is great enough to reduce n
to zero, nhj must be netted out in neasuring the consumer's surplus
| 0ss.

Alternatively assunme the utility function has the formof (12).

Ux) + 0y (qp) + Up(ay) + Uy (gg) + . .+ U (q) (12)

where: the subscripts refer to visits 1 through n.

In this case n will change as Ej changes. If the nargina
utility functions for q for each visit are constant as Ej shifts, and
U, =¢C = 0 when q = 0, the consuner's surplus change for each visit
can be neasured. The changes are then aggregated over the visits to
obtain the total consumer's surplus change. However, again C, wi |l not
equal zero. Here this means that in general h(&n) nmust be netted out in
measuring the total consuner's surplus change. |f the Ej change reduces
q to zero, 2n becones n.

If nis invariant, although ﬁj and Ej change, then either the

supply of n nust be fixed, due to some constraint like a fixed season

- 13 -



length, or the utility function nust have a formlike (13).

Ux) +n Uaq) (13)
This is the same formas (11) but with u = 0. Wth this utility
function n will remain at its original |evel until %.+—K(q,Ej)is
increased to the point where a visit yields no consumer's surplus. At
that point n becones zero. Wth (13) as the utility function, n can be
regarded as indetermnate. That is, the variables hj and K(q,Ej) do not
affect its level, only whether it will be zero or positive.

Wiether n is fixed on the supply side, or indetermnate because
of the nature of the utility function, n can be treated as exogenous in
the demand and supply curves for g. If it does not exhibit significant
variation it may be omtted as an explanatory variable.

If n is exogenous, weak conplenentarity conditions are only of
concern for the cost side, and only if EE before (or after) the shift is
such as to reduce g to zero. In such a case hn nust be netted out in
measuring the consuner's surplus change.

If the hedonic nodel results in changes in both n and q (or
changes in q, t hrough qn) t hen path-independence nust also hold.

However, if n does not change the conditions are irrelevant, because
there is only one path. Finally the Marshallian demand curves should be
reasonabl e approximations to the conpensated demand curves. If nis
fixed, this requires only that the income effect of the change in Ej be
smal | .

There is another variant of the hedonic nodel, which is essen-
tially the sinple repackagi ng nodel of Fisher and Shell (1971) and

Miel bauer (1974). It is particularly relevant if the characteristic g
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is a variable simlar to "the probability of bagging game," which nust
be defined over a fixed time period. In such cases, the utility func-
tionin (13), mght better be witten as:

Ux) + UQ (14)

where: Q = nq.

Wth (14) as the utility function and (2) as the cost function,

the first order conditions can be summarized as:

g =g =2*R@ (15)
q q q
Wth this nodel n can still be exogenous, if it is fixed by sone

constraint on the supply side. However, the utility function in (13)
will not result in the choice of n being indetermnate. But, even if n
Is determned by (15), it is still possible, because the production
function Q = nqis known, to calculate the demand for ¢, and the benefit
froma change in Ej, as if n were fixed (WIman 1984). However, since n
is fixed only arbitrarily, the path-independence and conpensated denmand

curve approxi mation conditions will need to involved both n and q.

(iv) Miltiple Characteristics

So far site quality has been described in terms of one charac-
teristic. However, it is possible that site quality really has nore
than one dimension. Here it is assuned that that site quality has two
I ndependent dinmensions g and s, and that the consuner makes his choice
of site taking into account both of these dinensions. However, only
one of these, g, is assumed to be nmanageabl e.

The second characteristic, s, conplicates matters only if s, or
its marginal cost price, cannot be treated as to be predeternmned in the

demand and supply curves for n or g. If s is exogenous, then it can be
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assunmed to remain constant as the price of n and q (or its margina
cost) are varied. Wth no change in s, path-independence conditions are
not altered, and there are no additional income effects to consider in
evaluating the extent to which the Marshallian demand curve approxi mates
the conpensated denmand curve

If s is not exogenous, but its marginal cost price is, then the
| atter can be assuned to remain constant as the price of n, and q (or
its marginal cost) varies. Using the approach of shifting the demand
curve for n, the weak conplenentarity assunptions need to be extended

to include‘% = 0 and CS = 0 when n = 0. The path-independence assunp-

tions nust be extended to include 834 = Byg B3 = Bpg? cSq = cqs and
CSn = Cn55 wher e gl(q,S,n,X), gz(q,S,n,X) and g3(q,S,n,X) are t he
inverse demand curves for n, g and s respectively. [If the Marshallian

demand curves are to approximte the conpensated demand curves, then it
must additionally be true that the income effects inplicit in the
changes in s are small. If the demand for g is to be estimated, with n
fixed, then the additional conditions required are the same, except in
the case of path-independence, where any conditions involving n can be
I gnor ed.

If neither s nor its marginal cost are totally exogenous, then
there nust be some exogenous shift variable, on either the demand or
supply side, which affects s but not g. This can be used as an
instrument in the demand curve for n, or, if nis fixed, in the demand
curve for g. The weak conplementarity and path-independence conditions
are as discussed above, and the income effect inplicit in any change in
s should be small if the Marshallian demand curve is to approximate the

conpensat ed denmand curve
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(v) The Mbdel Used in the Case Study

The hedonic travel cost nodel was used in the case study. This
was in part because, the data collected exhibited little variation in
hj, and in part because the quantity variable n, was observed to have
very little variation. Two quality variables, g and s, were used
al though only g was manageabl e.

In estimating the hedonic nodel it was necessary to treat the
quantity variable as days, rather than visits. Although the latter is
more common in travel cost nodels, the latter was used here for two
reasons. First, when the probability of bagging game (or a proxy for
it) is used as a quality characteristic, that probability nust be cal-
culated for a given tine period. Second, it was apparent in observing
the pattern of tradeoff between visit length and the nunber of visits
that Black HIls deer hunters regarded the two as perfect substitutes.
A hunter would take only one long visit or many one-day visits depending
upon the relative cost of a day used to increase visit length versus a
day used as an additional visit. Hunters close to the Black HIls took
a number of one-day visits. Hunters further away took only one |ong
visit. This suggests that the hunters thenselves treated the day,
rather than the visit, as the quantity unit of consunption. The
assunption of a fixed n is reasonable if n is nmeasured in days, but not
if nis measured in visits. Using o as visits and n, as days per
visit, with y as the marginal cost of an extra day of visit length, two

versi ons of the hedonic nodel were estinated.3



Version One: The quantity variable n is assuned fixed
Wility function: y(x) + U (msq) + U, (n,q,s) (16)
Cost function: x + nv[h + K(q) + J(s,q) + ynz] (17)
First order conditions for g and s:

Ulq/Ux + Uzq/UX ='nV[Kq + Jq] (18)
UZS/UX =nJ (19)

Version Two: Q = nq
Wility function: Ux) + Ul(Q) + UZ(Q’S) (20)
Cost function: x + n [h + K(q) + J(s,9) + m ] (21)
First order conditions for Q and s:

h + K(q) + J(s,q) + m,

] = (22)

l/Ux[UlQ + UZQ q

i
q

= &+ 3) (5 /n)

In case of hunters taking many one-day visits n_ =N For
hunters taking one long visit n, = 1.

Two alternative assunptions with respect to s were used to
identify the demand and narginal cost curves for . First, it was
assumed that the U2 and J functions were such that s would be chosen
i ndependently of q or n, and could be treated as predetermned in the
demand and narginal cost curves for g. Aternatively an instrument was
found that could be used for s in the marginal cost and denmand curves

for g.
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(vi) Some Additional Considerations

There are three potential problems that could arise, but did not
prove to be too serious in this study. The first is selectively bias.
This would occur if non-hunters would have tended to choose different
levels of g, s or n than hunters, given the sanme prices. For a dis-
cussion of this problem see Heckman (1976).

Second there is the question of whether benefits are nore appro-
priately measured using per capita (expected) quantity units or condi-
tional quantity units. Brown and co-authors (1983) have shown that the
two alternatives give different benefit estimtes, and that in genera
the per capita measure should be used because the probability of visita-
tion, as well as the conditional quantity |evel changes across travel
cost zones. However, when estimating benefits froma change in site
quality, rather than the full benefits fromthe site, it is not clear
that this is a problem The benefit fromthe quality change is conposed
of two parts: (i) the additional wllingness to pay for the sane
expected use level, and (ii) the willingness to pay for an increase in
expected use level. The first part can be neasured by estimating the
additional willingness to pay for the existing conditional quantity, and
nmul tiplying it by the probability of visitation. That is, conditiona
quantity units can be used and the adjustment for the probability of
visitation made after the conditional benefits have been cal cul ated.

The second part does involve an increase in the expected use |evel.
However, especially if the expected demand curve for quantity units is
relatively inelastic, it may be quite small relative to the first part.
In the hedonic nodel, with n fixed, a change in the probability of

visitation neans new visitors, and what needs to be neasured is the



average consuner's surplus (across new visitors) for n quantity units
at the inproved quality level, nultiplied by the increase in the
probability of participation.

Finally there is a potential problemin the observation of n, if
the probability of bagging gane affects the number of days hunted. If
there is a bag limt, this nmay well be the case. The nunber of days
hunted woul d be:

Vg.n) =1+ (1-q) + A-9® + ... Q-9 (24)

where: n = the nmaxi num nunber of days a hunter would take as

vV = ?Eg;expected nunber of days;
q = the probability of bagging game on a given day.

What is observed for any given hunter is one point on the dis-
tribution of V. Across a number of hunters with the sane ¢, a nean
val ue of V can be observed.

The question is whether it is possible to tell, by observing the
V choice of hunters with the same Ej but different hj level, if n can be
taken as fixed. The relationship in (24) inplies 215_0. If Vq 0,
then the observed V is a good approxi mation to n. However, if 21< 0,
the level of V would be inversely related to the level of g, even
if n was constant. If nis fixed and the utility function is
Ux) + V(q,n) Uq), then for the one-day visits case the first order
condition for q is:

1/Ux[UV vq + V(q,n)Uq] = [hj + K.j (q)]vq + V(q,n)Kjq (25)

Since Vq < 0 an increase in hj reduces the marginal cost of q,
and there will be a tendency for q to increase, and V(qg,n) to decrease
This is the same pattern that woul d be expected were n not fixed, and

it is difficult to know much about the pattern of variation in n by

observing V(qg,n). Only if Vq =~ 0 does the pattern of variation on
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V(qg,n) reveal nuch about the pattern of variation on n. In the case of
Black Hlls hunters Vq is relatively small, and it seens likely that if

Vis invariant to changes in hj, nwll besimlarly invariant.

V. THE CASE STUDY

The case under consideration involved forest nmanagenment practices
in the Black Hlls National Forest of South Dakota. After prelimnary
investigation, as to the nature of the sites that seened to be desirable
due to a greater probability of success, or a greater nunber of hunters
(correcting for accessibility), tw quality attributes or character-
istics were derived. One, HEIGHT, is an elevation variable. This was
used as the s variable. Hunters seened to like to get away fromthe
mai n hi ghways and back into the nmore rugged parts of the Black HIls.
The g variable was MGDEAD. This variable is a proxy for forage provided
in small openings. It was constructed using a forage variable, calcu-
| ated from basal areas of ponderosa pine,4 and a proxy variable for
openings.5 Since elevation is not a variable which can be subject to
managenent actions, demand curves were estimated only for MZDEAD. This
variable represents habitat desirability, and is therefore a good proxy
for bag probability. It may also represent sonme aspects of the hunting
environment that hunters find desirable for reasons other than a desire
to bag gane.

For the first version of the hedonic nodel the demand curve to be
estimated for q is of the form

qg = f(ESD (26)

where S = the level of s (HEIGHT) (which is determ ned

i ndependently of g or n), or alternatively an
instrument for s;
D= a vector of demand shifters

E = the exogenous marginal cost price for MEDEAD, or
its instrunent.
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The variation in E results fromthe fact that there are a set of
five origin tows with different |ocations around the edge of, and
within, the Forest. This is shown by Figure 1 on the follow ng page
The towns are Rapid City, Sturgis, Custer, Hot Springs and Lead- Deadwood

As the assunption of a fixed nis crucial, it is worthwhile to
investigate whether the data support it. The followi ng relationship was
estimated for one day visits (nV = n):

n=>5252-005h+ 222 STRGS + 6.63 CUSTER (27)

standard (0.77) (0.15) (1.24) (1.21)
errors

0.73 HOT SPRINGS + 2.67 LEAD- DEADWOCD

(1. 45) (1.10)
R? = 0.17
F=176
N = 101

Support is given to the fixed n assunption, by the fact that the
coefficient of his not significantly different fromzero. However,
both the coefficient for Custer, and that for Lead-Deadwood are sig-
nificantly different fromzero. In the case of Custer, this is caused
by a few influential outlying observations with very large values for n.
If these observations are elimnated Custer does not have a coefficient
significantly different fromzero.6 In the case of Lead-Deadwood, there
I's no such set of outlying observations. The question is whether this
deviation fromthe fixed n assunption will have a significant influence
on the results. This question will be reviewed bel ow when the margina
cost of MGDEAD estimates are nmade.

The marginal cost curves for MSDEAD for the five towns are not
directly observable. However, assumng that hunters fromthe sane

origin town have different preferences with respect to q and s, then
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their different demands will trace out the total cost curve for MDEAD
from that origin. These total cost curves were estimated for each down,
both using all observations and excluding the outlying observations

menti oned above. ’

Using both sets of observations, for each town the total costs
of hunting for the season were regressed on the levels of MSDEAD and
HEI GHT, and on a distance variable designed to represent h (D STANCE)
The latter was intended to distinguish between the nmany one-day visits
case and the one long visit case. These predictor variables were used
in linear and non-linear (cross-product) forms. Table 1(a) gives one
the better fitting total cost equations for each of the five towns,
using the conplete data set. The equations in Table 1(b) were estinmated
using the constrained data set (excluding observations with n > 15).

The margi nal cost of MEDEAD for each town was cal cul ated by
taking the partial derivative with respect to MEDEAD. Marginal cost
estimates derived fromthe equations in Tables 1(a) and 1(b) are pre-
sented in Tables 2(a) and 2(b). Since these marginal cost estimtes for
MEDEAD do not vary with the Ievel of MEEAD, they can be used as prices
in the demand function for MEDEAD, as long as HEIGHT is exogenous. Since
the marginal cost price for MEEAD for the consuner from Lead- Deadwood
is zero, the fact that Lead- Deadwood deviates fromthe fixed n assunp-
tion does not cause the marginal cost estimate to deviate fromwhat it
woul d be were the assunption net. Both linear and sem|og versions of
the demand functions are estimated. Wighted versions (to correct for
het eroscedasticity) are also estimated. These are shown in Tables 3(a)

and 3(b).



TABLE 1(a). ESTIMATES OF THE TOTAL COST RELATIONSHIP

RAPID CITY STURGIS CUSTER  HOT SPRINGS LEAD-DEADWOOD
Dependent Variable Total Cost Total Cost Total Cost Total Cost Total Cost
INTERCEPT 25,26 59.24 -47.60 135.57 34.13
(8.01)%x (29.94) (79.66) (86.74) (25.98)
HEIGHT 0.12 -0.13 0.11
(0.02)** (0.25) (0.05)*+
MGDEAD . 0.041 -0.033 0.25 -0.44 -0.0053
(0.018)** (0.065) (0.08)** (0.31) (0.030)
DISTANCE 0.16 0.031
(0.03)** (0.18)
DHEIGHT 0.84 x 10_‘_2
(0.55 x 10™°)
DMGDEAD 0.00060
(0.00050)
OPEN 0.74 x 1073) 0.0019
(0.24 % 10 2 )kx (0,00021) %
DOPEN ~2.15 x 1023
(9.03 x 107/ )x
STAY -93.18 83.70
(132.04) 81.1
POPEN
PMGDEAD 0.12 0.019
(0.40) (0.14)
SQUARE 0.54 x 107} 0.00045
(0.18 x 10™yxx (0.00015) **
R 0.53 0.44 0.75 0.76 0.23
Adjusted R 0.52 0.37 0.73 0.72 0.09
F 60.11 5.98 32.11 20.13 1.63
L -1,320.1 -202.4 -174.1 -130.3 -127.6

N 276 44 36 31 27

Where: HEIGHT = the average elevation of hunting sites chosen minus 4,500 ft. (1,371.6 m).

MGDEAD = the forage generated by the average basal area per acre of ponderosa
pine at the hunting sites visited, multiplied by the average number of
dead trees per acre. The latter is a proxy for the probability of
forage being in small openings (less than 10 acres [4.0 hal).

OPEN = HEIGHT x MGDEAD, .

DISTANCE = distance from the origin town to the closest point in the Black Hills
National Forest.

DHEIGHT = DISTANCE x HEIGHT.

DMGDEAD = DISTANCE x MGDEAD.

DOPEN = DISTANCE x OPEN.

STAY = whether any trips were overnight trips.
PHEIGHT = STAY x HEIGHT.

POPEN = STAY x OPEN.

PMGDEAD = STAY x MGDEAD.

SQUARE = HEIGHT x HEIGHT.

Bracketed numbers are standard errors.
**Indicates significance at 0.05 level (two-tailed test).
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TARLE 1(b).

ESTIMATES OF THE TOTAL COST RELATIONSHIP - CONSTRAINED DATA SET

RAPID CITY STURGIS CUSTER HOT SPRINGS LEAD-DEADWOOD
Dependent Variable Total Cost Total Cost Total Cost Total Cost Total Cost
INTERCEPT 25,26 42,44 -13.17 225.35 34,13
(8.01)*=* (23.41) (56.15) (117.39) (25.98)
HEIGHT 0.12 -0.12 0.11
(0.02)** (0.26) (0.05)*x*
MGDEAD 0.041 0.005 0.17 -0.77 -0,0053
(0.018)** (0.05) (0.08)** (0.44) (0.030)
DISTANCE 0.16 0.08
(0.03)** (0.14)
DHEIGHT 0.84 x 10:2
(0.55 x 10 ™)
DMGDEAD 0.00048
(0.00039)
OPEN 0.00050 0.0019
(0.00019)** (0.00052) %*
DOPEN -1.31 x 107°
(7.16 x 10 ")
STAY -238.16 83.70
(153.32) 81.1
POPEN ~0.0014
(0.00083)
PMGDEAD 0.80 0.019
(0.54) (0.14)
SQUARE 0.54 x 107} 0.00032
(0.18 x 10 ")*=* (0.00026)
&’ 0.53 0.56 0.43 0.39 0.23
Adjusted R® 0.52 0.51 0.36 0.25 0.09
F 60.11 9.57 6.16 2,91 1.63
L -1,320.1 -186.8 -127.9 ~119.9 -127.6
N 276 43 28 29 27
Where: HEIGHT = the average elevation of hunting sites chosen minus 4,500 ft. (1,371.6 m).
MGDEAD = the forage generated by the average basal area per acre of ponderosa
pine at the hunting sites visited, multiplied by the average number of
dead trees per acre. The latter is a proxy for the probability of
forage being in small openings (less than 10 acres [4.0 hal).
OPEN = HEIGHT x MGDEAD.
DISTANCE = distance from the origin town to the closest point in the Black Hills
National Forest.
DHEIGHT = DISTANCE x HEIGHT.

DMGDEAD = DISTANCE x MGDEAD.

DOPEN = DISTANCE x OPEN.

STAY = whether any trips were overnight trips.
PHEIGHT = STAY x HEIGHT.

POPEN = STAY x OPEN.

PMGDEAD = STAY x MGDEAD.

SQUARE = HEIGHT x HEIGHT.

Bracketed numbers are standard errors.

**Indicates significance at 0,05 level (two-tailed test).
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TABLE 2(a). MARG NAL COST ESTI MATES FOR MGDEAD

Rapid City 0.041

Sturgis (0.74 x 10-3 - [0.22 x 10> x DI STANCH] ) HEl GHT
Custer 0.25

Hot Springs 0.0019 x HEIGAT

Lead- Deadwood 0

TABLE 2(b). MARG NAL COST ESTI MATES FOR MGDEAD - CONSTRAI NED DATA SET

Rapid Gty 0.041

Sturgis (0.50 x 107> - [0.13 x 10™ x DI STANCE] ) HEl GHT
Custer 0.17

Hot Springs 0.0019 x HEIGHT

Lead- Deadwood 0
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TABLE 3(a). DEMAND CURVES FOR MGDEAD USING PRICEH
Linear Linear Semilog Semilog Linear With
Unweighted Weighted Unweighted Weighted Instrument
Dependent
Variable MGDEAD MGDEAD 1.0G - (MGDEAD) LOG (MGDEAD) MGDEAD
INTERCEPT 303.38 295.38 5.69 5.67 387.67
(27.88)** (24.90)*=* (0.05)** (0.05)*%* (34.56) %%
HEIGHT 0.34 0.33 0.64 x 107 0.62 x 107
' (0.04)** (0.03)*%* (0.73 x 10 ")**  (0.71 x 10 ")**
PRICEH ~324,72 -215.84 -0.565 ~0.420 -353.02
(122,25)*=* (109.70)*=* (0.236)** (0.22)*% (264.65)
ANTERLESS 10.24 16.49 0.08 0.015 -39.47
(17.59) (15.76) (0.03) (0.03) (20.72)
INCOME ~0.09 ~0.045 ~0.33 x 1077 0.89 x 107 ~0.06
(0.10) (0.09) (0.20 x 10 7) (0.18 x 10 7) (0.12)
YRSHUNT 2,21 1.49 0.005 0.003 2.79
(0.76)** (0.69)** (0.001)*=* (0.001)*=* (0.94)**
g? 0.17 0.16 0.04
F 20.46 19.19 4,39
N 520 520 520 520 435
Where: MGDEAD = the forage generated by the average basal area per acre of ponderosa
pine at the hunting sites visited, multiplied by the average number
of dead trees per acre. The latter is a proxy for the probability
of forage being in small openings (less than 10 acres [4.C hal).

HEIGHT = the average elevation of hunting sites chosen minus 4,500 feet
(1,371.6 m).

PRICEH = 0,041 for Rapid City, [0.00074 - (0.0000022 x DISTANCE)! x HEIGHT
for Sturgis, 0.25 for Custer, 0.0019 x HEIGHT for Hot Springs, and
zero for Lead-Deadwood.

ANTERLESS = 1 if the hunter applied for anterless license, 0 if he cid not.

INCOME = the hunter's income level in hundreds of dollars.

YRSHUNT = the number of years the hunter has hunted.

Bracketed numbers are standard errors.
**#Indicates significance at the 0.05 level (two-tailed test).
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TABLE 3(b).

Linear Linear Semilog Semilog Linear With
Unweighted Weighted Unweighted Weighted Instrument
Dependent
Variable MGDEAD MGDEAD LOG (MGDEAD) LOG (MGDEAD) MGDEAD
INTERCEPT 316.43 296.93 5.69 5.67 418.98
(29.23)*%* (26.17)*%* (0.06)** (0.05)*=* (37.40) %%
HEIGHT 0.35 0.34 0.00064 0.00064
(0.0039)*=* (0.04)** (0.00009)** (0.00007)*=*
PRICEJ -522,63 ~277.61 -0.92 -0.59 -1248.86
(211.82)** (192.40) (0.41)** (0.39) (447 .41)**
ANTERLESS 10.38 17.30 0.09 0.17 -39.41
(17.74) (15.82) (0.03) (0.033) (20.68)
INGOME ~0.94 ~0.05 ~0.00003 0.7 x 1072, ~0.04
(0.10) (0.09) (0.00020) (0.19 x 10 ™) (0.12)
YRSHUNT 2,22 1,46 0.004 0.0033 2.85
(0.77)** (0.70)** (0.0014)** (0.0014)** (0.94)
r? 0.17 0.16 0.05
F 20.66 19.09 5.87
N 510 510 510 422

DEMAND CURVES FOR MGDEAD USING PRICEJ - CONSTRAINED DATA SET

Where: MGDEAD the forage generated by the average basal area per acre of ponderosa
- pine at the hunting sites visited, multiplied by the average number
of dead trees per acre. The latter is a2 proxy for the probability

of forage being in small openings (less than 10 acres [4.0 ha]l).

HEIGHT = the average elevation of hunting sites chosen minus 4,500 feet
(1,371.6 m). )

PRICEH = 0.041 for Rapid City, [0.00050 - (0.0000013 x DISTANCE)] x HEIGHT
for Sturgis, 0.17 for Custer, 0.0019 x HEIGHT for Hot Springs, and
zero for Lead-Deadwood.

ANTERLESS = 1 if the hunter applied for anterless license, 0 if he did not.

INCOME = the hunter's income level in hundreds of dollars.

YRSHURT = the number of years the hunter has hunted.

Bracketed numbers are standard errors.
*%*Indicates significance at the 0.05 level (two-tailed test).
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Wien HEIGHT is not treated as exogenous, the instrument ANTERLESS
(if the hunter applied for an anterless hunting permt) was used inits
place. ANTERLESS was the one socioeconom ¢ variable which exhibited
a much higher correlation with HEIGHT (r = -0.24) than w th M3DEAD
(r = -0.06). In using this instrument, observations were included
only for towns whose marginal cost price for MEDEAD did not depend
upon HEIGHT. Only the linear unweighted version of the demand curve
was estimated using ANTERLESS as the instrument for HEIGHT. The results
are shown in the rightnost colum of Tables 3(a) and 3(b).

Now enough information has been generated to obtain neasures of
the consumer's surplus change that would occur due to sone management
action. It has been noted that the marginal cost price for M3EAD for
t he Lead- Deadwood consuner is zero. This is because of the easy
accessibility to an area exhibiting high levels of MEDEAD. One question
that mght be asked involves determnnation of the additional consumer's
surplus that would be obtained by a hunter from another town were the
characteristic made equally easily available to himat the same |evel
Now we will calculate the consumer's surplus benefit that a hunter from
Custer would obtain were he to have the sane narginal cost for MDEAD as
a hunter from Lead-Deadwood, with the narginal cost of HEl GHT remai ning
constant, is analyzed here.

This is not an abstract exanple. The Norbeck tinber sale is
schedul ed to take place on forest conpartnent 302. This conpartnent is
roughly the same distance from Custer, as conmpartnent 703, currently
exhi biting higher MEEAD val ues, is from Lead-Deadwood. A main purpose
of the sale in conpartment 302 is to increase deer habitat. This wll

be done by reducing average basal area per acre to around 70 and
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TABLE 4.  VEGETATI ON CHARACTERI STI CS BY SUBCOVPARTMENT

Aver age Basal Pounds Per Acre
Area Per Acre of Forage*
Town Subconpar t nent (per ha.) (kg. per ha.)
Exi sti ng/ Post - Nor beck Exi sti ng/ Post - Nor beck
30204 161 57 56 494
30206 116 64 143 427
30207 146 101 76 196
Cust er
30208 146 39 76 721
30209 147 80 75 305
30210 124 86 121 269
70301 46 n. a. 620 n. a.
70302 85 n. a. 275 n. a.
70303 82 n. a. 292 n.a.
Lead- Deadwood
70304 76 n. a. 332 n. a.
70305 98 n. a. 208 n. a.
70307 66 n. a. 409 n. a.

*Cal cul ated from forage equation in Pase and Hurd (1957).
n.a. = not applicable.
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distributing the cutting in a pattern of small openings. Table 4 shows
the average basal area per acre and forage per acre for conpartment 703.
This is conpared with the current situation in 302 and projected the
post-sal e situation

First consider the current situation in subconpartnents in the
vicinity of Custer, and in the vicinity of Lead-Deadwood. Table 4 shows
the values of the key variables for the conpartnents.

The result of the Norbeck sale in terns of our nodel is that the
mar gi nal cost of MZDEAD to a hunter from Custer would drop to that of a
hunter from Lead-Deadwood, zero. Tables 5(a) and 5(b) give consumer's
surplus changes for a hunter who was hunting prior to the marginal cost
change.  Consumer's surplus changes are calculated for the five alter-
native demand equations of Tables 3(a) and 3(b). Based on Table 5(a),
the consumer's surplus gain for a Custer hunter is in the $99 to $124
range. I1n 1980 there were 844 hunters from Quster. 8 This woul d have
meant aggregate benefits for Custer hunters in the neighborhood of
$94, 000, or $15 per nenber of the popul ation of Custer County.

In fact the nunber of hunters may change, although it is not pos-
sible with current data to estinmate the extent of the change. |If the
decrease in the marginal cost of MZDEAD results in new hunters, these
new hunters may well obtain greater consuner's surplus changes than
existing hunters. For these new hunters the best consumer's surplus
estimate we can obtain is the full consuner's surplus after the margina
cost change net of fixed costs. |In the case of Custer this anount is
the sumof the $99 to $124 change and the original total consuner's

surplus amount, mnus fixed costs. The maximumthis could be is $243 to
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$393 per new hunter. The present participation rate for Custer County
is 0.14, higher than any other county. |If this were to increase to 0.15
there woul d be about 56 new hunters who would in the aggregate obtain an
annual increase in consumer's surplus of $13,600 to $22,000. Added to
the $94,000 for existing hunters this gives a total of between $107, 600
to $116,000. Using Table 5(b) amounts, the conparable range woul d be
bet ween $69, 800 and $77, 000.

Table 4 also provides estimates for a simlar management change
that woul d produce a vegetative pattern, sinmlar to that in the vicinity
of Lead-Deadwood, in the vicinity of each of the other towns. One can
note that smaller benefits accrue to hunters fromother towns. Part of
the reason for this is the relatively large cost reductions experienced
by Custer hunters. Hunters from Hot Springs and Custer currently have
the greatest marginal costs for MGaEAD. Substantial reductions in cost
can be expected to yield substantial benefits. Another part of the
reason is that hunters from Custer tend to choose higher elevations than
hunters from other towns except Lead-Deadwood. As the elevation vari-
able (HEIGHT) is a demand shift variable, this results in higher con-
sumer's surplus estimtes.

The $99 to $124 benefit range for a.Custer hunter is for one
hunting season. |f a management policy were instituted to naintain the
situation that produced these benefits, rather than to maintain the
existing situation, then it would be possible to evaluate it by allow ng
benefits to occur annually and cal culating the present value of benefits
fromthe policy. For exanple, if the new vegetative pattern resulting

from harvesting in 302 were to be maintained for 20 years and annua
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Town

Rapid City
Sturgis

Cust er

Hot Springs
Lead- Deadwood

TABLE 5(b).

Rapid City
Sturgis
Custer

egngéégﬂgod

TABLE 5(c).

Rapid City
Sturgis
Custer

Hot Spri ngs
Lead- Deadwood

TABLE 5(a). CONSUMER S SURPLUS CHANGES - VERSION 1
Li near Li near Semi | og Semi | og Linear Wth
Unwei ght ed Wi ght ed Unwei ght ed Wi ght ed | nst runent
16 16 15 14 16
14 15 16 16
113 124 103 99 93
84 120 76 51
0 0 0 0 0
CONSUMER S SURPLUS CHANGES - VERSION 1 - CONSTRAI NED DATA SET
16 16 14 14 16
11 11 9 9
71 78 63 63 82
! 8 Ni *} 0
CONSUMER S SURPLUS CHARGES - VERSION 2 - CONSTRAI NED DATA SET
20 20 17 17
14 14 12 12
86 94 77 78
60 80 64 62
0 0 0 0
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benefits of $112 per hunter were to accrue at a 6 percent discount rate,
then the present value of discounted benefits would be $1,300 per
hunter. If the nunber of hunters did not change this would be
$1,097,000 in the aggregate. Allowing the participation rate to
i ncrease by one percentage point would bring this amunt to around
$1,300,000. Using Table 5(b) values this is reduced to around $800, 000
For purposes of sensitivity analysis it is useful to consider
what the consumer's surplus change woul d have been had the second
version of the hedonic nodel (Q = ng) been used. If the constrained
observation set is used, there will be no differences in the narginal
cost price estimates. However, it is now possible to take account of
the fact that n = 8 for Lead-Deadwood, asconpared to n =5 for the
other towns. If nis to be treated as constant along the demand curve
for q, the observed q for Lead-Deadwood must be replaced by 85 q for
the consumer's surplus change calculation. This results in the con-
suner's surplus change calculations in Table 5(c). Using the mean of
these consumer's surplus amounts the benefit estimte would be $950, 000.
Overall, the sensitivity testing produced a range of individua
consuner's surplus change amounts of $62 to $124, and a range of tota
benefit estimates of $800,000 to $1,300,000. The Version 2 results
based on the constrained data set, are roughly in the mddle of the

range and are judged to be the nost reasonable estinates.

V. CONCLUSI ONS

The hedonic nmodel applied in the Black HIls case study is one of
the specific nodels than can be derived fromthe general househol d pro-
duction function model. The nethodol ogy used here has some simlarities

to those used by McConnell (1979) and Mendel sohn (1983).

- 35 -



In section | four issues that arise in going fromthe genera
model to the specific nmodel were nentioned; identifiability, weak com
plementarity, path-independence and conpensated demand curve approxi na-
tion. In section Il these issues were discussed with respect to a
nunber of specific nodels, including the hedonic one. However, the
identifying restrictions and other assunptions used here are not the
only possible ones.

It is clear that at |east sonme subset of the demand and cost
functions nust be identifiable, and that this does involve certain
restrictions. However, the range of possibilities for identification
have not been well investigated. The formof the cost function is one.
area where further investigation would be useful. Here exogenous
variation was introduced into the cost function through specifying
different origins with the same |evel of hj but different costs of
obtaining s and q. Assumng that s and q are not perfectly jointly
supplied, and that the set of exogenous demand shifters affecting q is
not identical to the set affecting s, then the marginal cost curves for
q and s can be identified. |If the change in the marginal cost of qis to
be simulated by exogenous variation across origin tows, then it is also
necessary that there be variation across towns in the marginal cost of g
that is independent of variation in the marginal cost of s. Are such
assunmptions realistic, and if so, in which cases?

Wthout sufficient variation in recreationists' preferences, the
estimation of the total cost function and the marginal cost curves is
not possible. Certainly if all consuners were identical it would not be
possible to estimate any of the cost curves. In general, this approach

is limted by the nunber of sites actually visited by consuners froma
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given origin. An alternative would be, not to use observations on
recreationists' actual visits, but to estimate the cost curves based on
the sites available at a given origin. This would involve a conplete
enuneration of sites and the levels of the characteristics available at
each. However, with such an approach, it would be possible to use a
linear programmng nodel to find the |least cost ways of obtaining dif-
ferent levels of the characteristics. This would give the information
required for the marginal cost curve. In sonme cases characteristics may
be perfectly jointly supplied, but this will becone apparent in the pro-
cess determning the |east cost solutions.

I dentification of the demand curve for the characteristic of con-
cern can al so be problematical. Although it is clear that there nust be
exogenous variation in the marginal cost of q, if the benefits froma
shift in that marginal cost are to be estimated, further restrictions
may be required to estinate the demand curve for q. |f the demand
prices for other characteristics, or the characteristics thenselves, are
exogenous they will help identify the demand equation for ¢g. If neither
the other characteristics nor their prices are exogenous, then instru-
nents for the endogenous variables are required. These may be either
demand or supply related. In this study ANTERLESS (whether or not a
hunter had applied for a permt to hunt anterless deer) was used as an
instrument for HEIGHT in the denmand equation for MEDEAD. In his
recreational fishing study MConnell (1981) used "years of experience"
as a shift variable in the demand equation for quantity of fishing days,
and "nunber of rod and reel conbinations owned" as a shift variable in
the demand equation for the level of quality demanded. The potential

for identification through the selective exclusion of demand shifters



has not been fully explored. Since there are a number of studies on
attitudes, preferences and notivations of groups of recreationists |ike
hunters and fishermen, it may well be possible to get some ideas for
selective exclusion fromthese studies, and to test themin econonetric
nodel s.

Restrictions on the formof the utility function can also be used
in identification. If it is to be assumed that every quantity unit con-
sumed by a given consumer has the same |evels of the characteristics,
then, if the characteristic choices are taken separately for each
quantity unit, these choices nust be independent of the total quantity
| evel consumed. This inplies that the choice of the characteristic
| evel s nust be independent of the choice of n, and that these charac-
teristic levels can be taken as predetermned in the demand curve for n.
In some cases it can also be assuned that n is chosen independently of
the characteristics, and n can be treated as predetermned, or fixed, in
the demand and marginal cost curves for the characteristics

In general, it will not be observed that each quantity unit con-
sumed by a given consumer has the same characteristics levels. It may
be assuned that this is the result of random variation stenmmng from
inperfect information. |If this is true the nean characteristic levels
can be treated as the intended characteristic |evel choices.

Anot her possible reason for different site choices is that the
utility function is different for different quantity units. For
exanpl e, on sone days a hunter may place a high priority on bagging
gane. On other days he nmay be nore interested in the scenery. The
problemis that it is virtually inpossible to distinguish different
bet ween quantity units with a bag enphasis and quantity units with a

scenery enphasis. Suppose the utility function is (28):
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U(x) + n, U(q,) + n, U(s,) (28)

where: n

n1
2

Now suppose the cost function is (29):

= bag type quantity units;
= scenery type quantity units.

x + o, [h+ K(q) + q;I(s)] + n,[h + K(qy) + q,I(s,)] (29)
The first order conditions for s Sy 9y and Sy wll be:

UqllUx =Ky ¥ I(s)) (30)

0=1q; J,

0= qu + J(sz)
UsZ/Ux = 9 Jsz
Only qy wi Il be consumed for bag type quantity units, and only Sy

for scenery type units. If n; and n, cannot be identified, then the

best that can be done is to average the q and s |evels over all n.

Since s, = 0 and q, = 0, the conditions in (30) are sinplified to:

1
Uql/Ux = qu (31)
UsZ/Ux =0

This inplies that the effective cost function is:
x + o, [h + R(qp)] + n,[h] (32)

Using q = (q;m;)/n and s = (s,n,)/n, (28) and (29) becone

U(x) + n V(g) + n V(s), (33)
and
x + n[h + L(q)] (34)
n. U(q,)
where:  V(q) = ———
n
_ n, U(sz)
V(s) = ——
- n,K(q,)
L(q) = ——

- 39 -



The first order conditions are:

Vq/Ux =L (39)

V-S-/ Ux 0

Al though the nodel in (35) can be used to value shifts in Kq, it
Is worth noting that in this case the cost function would be nore appro-
priately estimated using observations on sites visited. Using available
sites and a linear programm ng approach to estimate the cost function
will only work, if the specific site choices made are not obscured by
aver agi ng.

Anot her question of relevance in identifying the relevant cost
and demand functions, is how the quality characteristics are related to
the quantity unit in the utility function. Related to this is the
question of what the appropriate quantity unit is, Particularly with
characteristics such as the probability of bagging game, it is clear
that the characteristic nust be defined for a fixed time period, such as
an hour, or day of specified length. In this context, using quantity
units of different tine |engths makes no sense. Visits can be used as
the quantity unit, only if they are of the sane length, or if the leve
of the characteristic consumed per quantity unit is adjusted to reflect
visit length.

In this paper we have indicated two forns of the utility function
whi ch mght incorporate this "repackagi ng" approach. In one case the
utility derived fromthe characteristic q, was nultiplied by the nunber
of quantity units, n. In the other, the level of the characteristic
consuned is Q = ng, and total utility is a function of nq. These two
model s can lead to different results. In general, the relationship
bet ween quantity units and quality characteristics has not been well

I nvesti gat ed.
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Rel ated to the question of the appropriate quantity unit is the
question of tine costs. Two of the findings in this study were that
visit length tends to increase with travel distance and that weekdays
and weekend days are not viewed by recreationists as having the sane
opportunity costs of time. First of all it was observed that as dis-
tance fromthe Black HIls National Forest increased hunters tended to
switch fromtaking many one-day visits to taking one long visit. Only a
smal | set of hunters at internediate distances tended to take a nunber
of visits of different lengths. It would appear that another one-day
visit is a perfect substitute for another day added to an existing
visit, and the choice of which way to take an additional day is based
upon the relative cost of the two alternatives. It is also inplied that,
for any hunter to take many one-day visits, it nust be true either that
there are virtually zero travel costs to the site, or that the oppor-
tunity cost of tinme increases with visit length. It is at least in part
the latter. Since hunters are nore likely to stay overnight if the next
day is a weekend or holiday than if it is a weekday, it appears that a
hi gher opportunity cost is attached to weekday tine than to weekend
time

By | ooking at the choice of how to take another day (stay over-
night or go hone and cone back another time), it was possible to deter-
mne the relative opportunity cost of time associated with a weekday
versus a weekend day or a holiday. The difference was in the neighbor-
hood of $26 per day. Since longer visits are nore likely to involve
weekdays than are shorter visits, on the average the opportunity cost
of tine for a one-day visit will be less than for a day within a |onger

visit, and on average the opportunity cost of a day will tend to
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increase with distance fromthe site visited. Since time costs can be
inportant elements of the costs associated with recreation visits, it
woul d be useful to further explore the generality of this perfect sub-
stitutes case.

\Weak- conpl enentarity also involves restrictions on the cost and
utility functions and, can be very useful in limting the extent of
the additional restrictions required for identification. Tradition-
ally, weak-conplenentarity has been taken to nean that the margina
willingness to pay for q is zero when n is zero. However, there are
many other ways in which weak-conplenmentarity can be used and it can
apply to the cost as well as to the demand side of the picture. This
study used the weak-conplenentarity assunption to inply that when g = 0,
the marginal willingness to pay for nis zero. The justification is
evi dence provi ded by psychol ogi sts' studies, showi ng that "bagging game"
is a necessary part of the hunting experience. On the cost side, this
weak- conpl enmentarity assunption is harder to justify. There can well be
a fixed cost such that even sites with zero probability of bagging gane
are only available at a positive cost to hunters.

The conditions which allow path-independence and conpensat ed
demand curve approxination are also inmportant considerations. In the
model s estimated here, path-independence is nost often not an inportant
consideration. If n and s are exogenous then there is only one path.

If s is exogenous, and the Q = ng repackaging nodel is used, then the
path independence condition is autonatically met because it nust be true
that 8, = g2q = gQ wher e gl(n,q,x) is the inverse demand function for
q, gz(n,q,x), the inverse demand function for n, and gQ((g)Q is the

inverse demand function for Q If s is not exogenous the conditions



nmust al so include, g =

G 83q wher e g3(Q,S,X) Is the inverse demand curve

for s

Wen n and s are exogenous the only income effect, which can
affect the degree to which the Marshallian demand curve approxinmates the
conpensat ed demand curve, is that on g. In the Black HIls case that
incone effect turned out to be zero. However, this need not always be
the case. The size of the incone effect should always be investigated.
If they are not small an approach simlar to that of Hausman (1981)
shoul d be used to derive the conpensated demand curve

Finally, another questions which deserves further attention, is
that of whether or not individual observations are sufficient to esti-
mate the benefits froma decrease in the marginal cost of q to sone
recreationists. There are two questions involved. The first is whether
truncation bias exists. That is, do nonparticipants tend to consume
different levels of n, g or s than do participants? If they do then
demand curves based only on participants will reflect both the effect of
price on quantity, and the effect of the truncation.

The second question is whether consuner's surplus changes can be
measured using only data on participants. It has been shown earlier in
the paper that benefits to current users can be nmeasured with such data.
In many cases these will constitute nost of the benefits. However
there is still the possibility that the increased availability of the
quality characteristic, g, will increase the expected use |evel creating
additional benefits. To measure this we do need to know the extent to
which the probability of participation is increased by the increased
availability of q. In the Black HIls study probability of participa-

tion estimates were available only by county, and this made it inpossible
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to know how the probability of participation would change. It was
sinply assunmed that the probability would change by one percent. It
woul d, however, be useful to test the effect of a change in a quality
characteristic level, or a change in the narginal cost of a charac-
teristic, on the probability of participation for a given origin. This
necessitates that actual numbers of visitors to a site froman origin be
known as well as the population level of the origin zone.

Wiat is clear fromthis study is that the general household
production function nodel can be used to derive a nunber of nore
specific models that can be very useful in estimating the value of
increased availability of resource services to recreationists. This
study has estinmated one such nodel, with some consideration given to how
varying the assunptions to obtain a slightly different nodel affects the
results obtained. However, it is quite clear that there are a nunber of
areas in which further research is necessary. Mst of these have to do
with the specific assunptions that are nost reasonable in applying the
general methodol ogy. Further research should both test the general -

i zability of the assunptions used in this study, explore other assunp-
tions that mght be nore reasonable in other cases, and to make com
pari sons between nodels derived using different sets of assunptions.

The work described in this paper was not funded by the U S.
Environmental Protection Agency and therefore the contents do not neces-
sarily reflect the views of the Agency, and no official endorsenent

should be inferred.



NOTES
1Based on extensive literature searches. Both Boyce (1977) and
Thomas (1979) have devel oped rel ationships which express the suitability
of an area for wildlife habitat in terms of its land and vegetative
characteristics. For example, Boyce, in studying deer habitat in hard-
wood forests in the southern Appal achians, found that forage avail a-
bility and the size of openings permtting utilization of forage were
key factors. Thomas' work focusing on the Blue Muntains of Oegon and
Washi ngton provides simlar findings.
2In the "Human Dinensions in WIldlife" session at the Thirty-
Eighth North American WIldlife and Natural Resources Conference, al
three papers on the topic (Potter, Hendee and Clark [1973]; Mre [1973];
and Stankey and Lucas [1973]) stressed this point. The paper by Mre
uses a quotation fromthe Spanish philosopher Ortega y Gasset (1972) to
illustrate the role of success in hunting. "One does not hunt in order
to kill; on the contrary, one kills in order to have hunted."

3Both of these nodels assume that all quantity units consuned by
one consuner exhibit the same q and s choices. That is, all days are
consumed at the same site. This is not what is in fact observed. One
consumer may go to a nunber of different sites. This could be for a
nunber of reasons. The consumer's utility function and/or cost function
coul d be such that he specializes his days. Sone days may be specialized
ins, and some in gq. Alternatively it mght be the case that variation
in the g and s choices is caused by a demand for variety that introduces
a small random el ement into a consumer's site choice. The latter

assunption is used here, and the attribute or characteristic levels

consumed are assuned to be the average levels over all days consuned.
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4The cal cul ation was based on work by Pase and Hurd (1957).

log (forage in Ibs. per acre) = 3.2260 - 0.00936 (basal area
of ponderosa pine in square feet per acre).

Several adjustments were nade based on work done in the Black HIIs
National Forest. See "Forest-Browse Coefficient Docunentation," m meo
provided by Leon Fager, WIldlife Biologist, Black HIls National Forest.
5The proxy variable for openings was the average nunber of dead
trees per acre in the conpartnent. It was chosen because areas high in
this variable appeared to be attractive to hunters and to have high
success rates. After sone discussions with Black Hlls Forest personnel
and people fromthe South Dakota Department of Gane, Fish and Parks, it
was hypot hesi zed that the reason for this was that the high nunbers of
dead trees were due to mountain pine beetle infestation. The conbined
result of the infestation and the managenent of it created small open-
ings, as trees were renoved fromaround the infested tree or trees.

GD agnostic statistics proposed by Belsley, Kuh and Wl sch (1980)
were used to select influential observations. Three statistics were
used RSTUDENT, DFFITS and DFBETAS. The critical values used to select
influential observations. Observations with the |argest nunber of days
(more than 15) were found to be nost influential. Although the fact
that they are found to be influential does not itself justify excluding
them the fact that these few observations (10) caused the fixed n
assunption to be violated for Custer at |east justifies excluding them
for purposes of sensitivity analysis.

7Total costs included all travel costs at 8 cents per mle (AAA
variabl e cost estimate for 1980) plus time costs. The calcul ation of

time costs nmade use of the fact that in the Black Hlls data it was



observed that hunters living close to the site, take a number of day
visits, while hunters living further away take one long visit. For each
day a hunter is observed visiting the Black HIls (not including the
| ast day), there is a probability (P) of going hone and returning on
another day and a probability (1 - P) of staying overnight. Assum ng
the two alternative ways of consum ng another day provide the sane
utility, the choice will be based on relative costs. Wen the relative
costs are equals, both probabilities will be 0.5. The relative costs
include both tine and noney costs. The noney costs are largely travel
Al though one m ght suppose |odging costs to be a factor, |odging costs
were in fact very small. \Wat appeared to be considerably nore inpor-
tant was whether or not the next day was a weekday. This inplied a dif-
ference in the time costs associated with weekdays versus weekends or
hol idays. For any given hunter the probabilities will be 0.5 when

TC + t, = t, (1)

1

where: TC is the noney cost of travel
is the time cost of the next day when the hunter goes

ﬁéne and comes back;
t, is the time cost of the next day when the hunter stays
oVer .

Assuming tine is only available in blocks of one day, that no
trip to the site and back takes nore than one day, and that time not
spent hunting has a nmarginal utility of zero, it is possible to vary TC
whi | e hol di ng t and t, constant, to see where the equality holds. This

was done using a logit nmodel. The dependent variable is log(P/1 - P)

whi ch equals zero when P = (1 - P) = 0.5. The nodel estinated was

log(P/1 - P) =a + bD = cH (2)
where: a, b and c are paraneters to be estinmated;
D is the one-way distance fromhone to site;
H= 1 if the next day is a weekend day or a holiday;
H=0if the next day is a weekday.
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The result was:
log(P/1 - P) = 1.55 - 0.0097D - 1.55H (3)
Setting the left-hand side to zero, when H=1, D = 0. That is,
if the next day is a weekend day or a holiday, the hunter would only
return hone if the distance was zero This inplies from(1l) that TC = 0

and t, =t If H=0, D= 160 or 320 mles round trip. At 8 cents per

2.

mle, TC = $26. Now (1) gives t. + 26 = t,. Toget her these inply that

1
weekdays cost $26 nore than weekend or holidays. There is no estinmate
for the time cost of a weekend, but if we conservatively estinmate it at
zero, the time cost for any given day is

P, "0+ (1-P)"26 (4)

wher e: is the probability of the next day being a holiday

P
OP weekend day;
1 - Py is the probability of the next day being a
weekday.
The total tine cost over a season is

[PH 0+ (1- PH)' 26] n

where: n is the total nunber of days hunted.

8There was no actual estimate of the nunber of hunters from
Custer. However, 270 hunters returned report cards from Custer County.
The average return rate of 32 percent, which seens to be fairly constant
across the counties for which both the number of hunters and report

cards are available, would have neant 844 hunters fromthe county.
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ABSTRACT

Thi s paper critically reviews several of t he new
nmet hodol ogi es developed in the |last ten years to nodel the demand
for recreation. The purpose of the reviewis to assess which

techni ques are nost appropriate for valuing (1) new sites and (2)
changes to existing sites.

There are three conpeting approaches to nodelling
het er ogeneous recreation sites: partitioning, hedonics, and index

nmodel s. Partitioning invol ves grouping sites into smal |
honbgeneous sets and treating each set as a unique good and is
best represented by multiple site travel cost nodels. Hedoni cs
i nvol ves di saggregati ng goods into their conponent

characteristics and nodelling the prices and denmands for the
characteristics and is best represented in the recreation context
by the hedonic travel cost nethod. The index nodels involve
measuri ng the demand for a standard good and expl ai ni n

variations in that demand across goods explicitly in terns o?
observabl e characteristics. Both generalized travel cost and
di screte choice nodels are nmenbers of this |ast approach.

None  of t he appr oaches clearly dom nate in al |
ci rcunst ances. For exanple, when valuing whole sites, t he
partitioning and index nodel s appear best. Partitioning being
preferred when there are a few discrete types of sites, di screte
choice nodels being preferred when the relevant set of sites
satisfy the independence of irrelevant alternative axiom and
generalized travel cost being preferred when there is a sjingle
site choice or no observable substitution across sites.

When valuing characteristics, each approach has specia
circunstances when it is nost appropriate. Ceneralized trave
cost is best when there is a single site to choose from
Wen there are only a handful of site types to choose from and
the relevant characteristic is the distinguishing feature between
two types of sites, nultiple site travel cost is best. When
t here are multiple sites and independence of irrelevant
alternatives is satisfied, the logit discrete choice nodels may
be Dbest. Ot herwi se, tire best available nethod to neasure the
val ue of characteristics is the hedonic travel cost nmethod. This
is especially evident when there are many sites and the rel evant
issue Is a small change in characteristics at a single site.

Al t hough there has been a great deal of high quality research
concerning recreation denmand nodelling in the last ten years
there renmamins a need for additional work. Al'l of the available
t echni ques need refinenent and additional devel opnent. Furt her,
there is a need for nore conparisons to establish the conditions
under which each nmethod is nost appropriate.



MODELLI NG THE DEMAND FOR RECREATI ON
ROBERT MENDEL SCHN
YALE UNI VERSI TY
205 PROSPECT STREET
NEW HAVEN, CONNECTI CUT 06511

| NTRODUCTI ON

Beginning wth the pathbreaking work of Mrion C awson
[1959], economists have been trying to develop techniques to
place a dollar value on outdoor recreation for over a quarter
century. In the last ten years, this nethodol ogical devel opnent
has turned into a virtual revolution as a nultitude of state-of
the-art approaches have sprung into existence. The primary

achi evenment of this new breed of nethodologies is their focus on
nodel ling the heterogeneity of recreation opportunities. By
explicitly recognizing the qualitative conponent of recreation
sites, these new nethodol ogi es are suddenly capable of answering

new and key policy questions. First, what is the net value of
adding a new site with particular characteristics to an existing
system of sites? Second, what is the value of changes in

existing sites either through degradation or enhanced nanagenent ?

Al'though the economc tools of supply and denmand are
i nvaluable to the study of resource allocation (mcroeconomncs),
these tools are based on the assunption of a honbgeneous set of
goods and services. All units of a good are assunmed to be
perfect substitutes both in production and val ue. Tradi tiona
econom ¢ analysis consequently nust be nodified to address
het er ogeneous goods and the issue of quality.

There are three basic approaches to handle the heterogeneity
or quality conponent of goods in the economcs Iliterature at
present. (1) The ol dest approach (partitioning) is to segnent the
het erogeneous goods into fine enough categories that all the
goods within each category can be considered the sanme (al nost
perfect substitutes). Each category is then treated as a
separate good and traditional demand system nodels are applied to
exanm ne substitution anongst the categories. (2) The hedonic
nmet hodol ogy treats goods as bundl es of honogeneous
characteristics. An inplicit market in the characteristic world
is assumed where individual characteristics have prices and
underlying supply and demand curves. (3) The index approach,
like the partitioning nodel, deals explicitly with choosing one
good anpngst many. However , i ke the hedoni c nodel, t he choice
anongst goods is an explicit function of t he physi ca
characteristics O the goods. Instead of a narket for
characteristics, though, this third approach falls back upon an
exogenous index of attributes by which heterogeneous goods are
cardinally ranked. Each of these three basic approaches have
been applied with varying success to nodel recreation.

In this paper, the |eading reveal ed preference techniques to
val ue outdoor recreation are reviewed and assessed in terns of



their ability to answer the two policy questions above. Sone
drawbacks such as inconplete data are cormon to every technique.

The focus of this review, however, is upon the relative strengths
and weaknesses of each approach. The special circunstances in
which one technique is preferred or is invalid are identified
whenever possi bl e. The |ist of nethodol ogi es reviewed incl ude:
multiple site travel cost, generalized travel cost, discrete
choi ce, hedonic travel cost, and gravity nodels. The paper is
organi zed around the three basic approaches: partitioning,

hedoni cs, and index nodels and concludes with a summary statenent
and recommendations for further research.

PARTI Tl ONI NG

The oldest and perhaps nost straightforward approach to
handl i ng a set of heterogeneous goods is to group simlar nenbers
of the set into honbgeneous categories. Since ail the remaining
nenbers within each category are alike, each category can be
treated as a traditional honbgeneous good and the famliar demand
and supply tools of mcroeconom cs can be applied. One advantage
O this approach is that both the theoretical and econonetric
tools are famliar and well developed so that application is
strai ght forward. Anot her attractive conmponent of this approach
is that the substitution across categories is explicitly nodelled
so that the effect of introducing one type of site on other
existing sites can be easily seen.

The first paper to apply the partitioning approach to
recreation analysis is Burt and Brewer's [1972] analysis of the
recreation value of |akes in Mssouri. In this analysis, | akes
were subdivided by natural versus manmade and by size. They
found the demand for mannmade |akes was nore elastic than the
demand for natural |akes suggesting the two types of |akes are
not at all perfect substitutes. Another inportant application of
the partitioning approach is the study by Cchetti, Fisher, and
Smith [1976] of ski areas in California. These authors found
consi derable substitution anongst ski areas suggesting that the
introduction of yet another site would significantly affect the
demand for the existing set of sites.

These applications illustrate the strength of the partitioning
appr oach, its theoretical and econonetric soundness and its
ability to reveal substitution anongst types of sites. However ,
t he appl i cations also illustrate the Ilimtations of t he
partitioning approach. First the partitioning approach becones
cunbersone quickly as the nunber of categories nmultiply. For
each category, there is another price and another denmand
equati on. For exanple, wth only three goods, the denand node
can be witten:

(1) QL = F( P1, P2, P3, W + el
@ = F PL P2, P3, W + e2



@B = F( P1, P2, P3, W + e3

where Pi is the price of the closest nenber of type i, Q is the
visitation sate to site type i, Wis a vector of individual
demand shift variables, and ei is the error term in each
equati on. As the nunber of categories increases, each equation
includes nore prices and there are nore equations until the
nunber of paraneters becones overwhel m ng. Note that in both

applications of this nethod, there are only six categories or
types of sites.

A second issue concerns how to divide the distribution of
sites into discrete types in the first place. Wien there is a
single paranmeter of quality, the problemis sinply trading Of
between the nunber of categories to nodel and the honogeneity

wi thin each category. Qobvi ousl y, the nore categories, the nore
simlar units can be within each category. Per haps | ess obvious
is where to nake the divisions. In general, site divisions
should be nmde to isolate the tails or extrene values of a
di stribution. For exanpl e, suppose the quality Z of sites is
distributed lognormally and heterogeneity is captured by the
variance of Z wthin each category. As shown in Mendel sohn

[1984a], the first division should not be around the nean but
rather nmuch further down the tail of the distribution grouping
nost of the sites in one category and the extrene nenbers of the
distribution in the remaining category. Further divisions of the
distribution also focus on the highly disparate tail.

The probl em of division beconmes even nore conplicated if there
are several dinensions in which to distinguish sites. Wthout a
predeterm ned index by which to weight each characteristic, there
are many ways to group the sites all of which could potentially
be valid. By trying different groupings, and reestimating the
resul ting equations, one can explore which categories are in fact
distinct and which are really arbitrary divisions which have no
neaning to the consuner. Only if each site is clearly unique,
can an investigator easily avoid this multiple «clustering
pr obl em

The remaining limtations of the partitioning approach
concern applications of the nodel to policy questions. The
valuation of a new site can only be done if the new site bel ongs
in one of the existing categories. There is no formal mechani sm
to make inferences about new sites which mght fall between two
or nore existing types of sites. The inability of the approach
to handle a large nunber of finely tuned categories exacerbates
this problem as new sites nmust fall into one of only a few
nodel | ed types. If the analysis is designed to value specific
type of new site, the attributes of this new site should be taken
into account when designing the nodelled site types. In this
case, if the data permts it, priority should be given to

including a site type which closely mrrors the new site.

The partitioning approach is perhaps even nore limted in its



ability to nodel changes to a site. Changes can be eval uated
only if both the otherwi se identical original site and nodified
site happen to be distinct nodelled categories. For exanpl e,
one could have nodelled forested trails with a canpground and
forested trails without a canpground as two distinct categories

O recreation sites. The construction of a canpground on a
forested trail currently wthout one is equivalent to the
creation of a new site of the canpground type coupled with the
destruction of a site of the no canpground type. Exi sting
welfare rules for a sinultaneous change in two prices (see
Freeman [1979]) can be used to value the nodification in this
speci al case. If there are multiple characteristic differences
bet ween categories, however, partitioning can only value a change
in all the characteristics. Because partitioning doesn't
explicitly nodel the effect of individual characteristics on site
val ue, it cannot distinguish the individual contribution of each
attribute. Thus only in the special circunstance t hat

nodi fications change a site from one distinct category to another
is the partitioning approach appropriate for valuing site
characteristics.

THE HEDONI C MODEL

The hedoni ¢ nodel treats goods as bundles of characteristics

or attributes. The explicit market for heterogeous goods is
assuned to be notivated by an inplicit market for the wunderlying
characteristics. Instead of prices of goods, one has prices of
attributes. Instead of a demand and supply curve for goods,
there is a demand and supply curve for attributes. Thus the
tools of traditional economcs are applied to an underlying
di nension of consunmer choi ce. However , unli ke traditional

markets where units of characteristics are traded individually,
t he purchase of characteristics occurs in discrete packages which

cannot be unbundl ed. The market solution for characteristics
consequently does not have to be a constant marginal price (see
Rosen [1974]). In fact, the marginal price for an attribute can

depend not only on the anmount of that attribute purchased but
upon the amount of other attributes purchased as well

As clearly developed in Rosen [1974], the hedonic nodel
consists of an assumed market equilibrium and a set of underlying
supply and denmand equati ons. Unli ke traditional markets, several
supply and denmand equations operate simultaneously, one for each

| evel of characteristic provided. Consuners and suppliers are
assumed to optimze given the market equilibrium set of prices
(price gradi ents). Thi s optim zation rocess can be
characterized in ternms of traditional Marshallian denmand and
supply curves. The conplete hedonic nodel then includes a
market price gradient P(2), a set of demand functions for
attributes QP,W, and a set of supply functions for attributes
H(P,Y):

(2) P=P(2Z)



(3) Z =@ PW)

(4) Z =H PY)

where Y is a vector of supply shift variables such as input
prices and technol ogi es. Since the price gradient in the above
nodel is nonlinear, the marginal price depends upon the |evel of
the attribute purchased. Margi nal prices are endogenous (only
t he price gradient 1is exogenous) requiring econonetric

adjustnents for proper estimation of the structural equations
(see Mendel sohn [1984b]).

Because the nonlinearity of the price gradient can be used to
identify the underlying structural equations, there have been
sever al attenpts to identify hedonic structural equations from

single market data ( a single price gradient). Al though this
single market approach is technically feasible (see Mndel sohn
[1985]), it is based on tenuous assunptions which are not

testable with single nmarket data. Thus, it is entirely plausible
that single market anal yses of hedonic structural equations are
pure nonsense (unidentified).

The identification problem has especially plagued application
of the hedonic nmethod to property val ues. Because estimation of
inplicit prices requires extensive data from housing markets and
because it is difficult to obtain conparable data across housing
markets, multiple market (nmultiple gradient) housing studies have
rarely been performed (see Palnguist [1982] for a notable
exception). Except for a few questionable studies of denand
functions for attributes, hedoni c property studies have been
limted to analyses of price gradients ( see Freenman [1979] for
a review of environnental applications of hedonic property
studi es). Because only the price gradient is estinated, t hese
applications can only value small changes in the available
characteristics. Furt her, because the studies are tied to
private property values, they are applicable to public [|and
managenent I1n only a few circunstances ( for exanple, for the
hunting value of wildlife, see Livengood [1983]).

An alternative application of hedonic analysis nore pertinent
to the valuation of outdoor recreation on public lands is hedonic
travel cost (see Brown and Mendel sohn [1984]). I nstead of
anal yzing the Purchase of sites as wth hedonic property studies,
hedonic travel cost focuses on the purchase of access to sites.
Access provides for a single trip the bundle of characteristics

at that site. By exploring how far individuals are willing to
travel anongst sites to get different bundl es, one can estinmate
t he inplicit prices or cost of obtaining individual site
characteristics. Thus, the first step in the hedonic travel cost

method is to estimate the inplicit prices of characteristics for
each origin by regressing site attributes on travel cost:

(2) P=PZ).

Individuals fromdifferent origins face different price gradients



because the configuration of available sites and travel distances
change w th geographical |ocation. Provided there are sufficient
differences in opportunities (geographical variation) and that
peopl e have not systematically chosen origins because of the
correspondi ng prices (this problem has plagued the narket
segnent ati on approach to hedonic property studi es-see King [1974]

or Strazheim [1974]), the underlying demand curves for site
attributes can be estimted across origins:
(3) Z =49 PW)

The nunber of trips a consunmer would want to take given the price
gradient he faces could be nodelled either in ternms of the
exogenous price gradient, t he endogenous nmarginal prices and
average characteristics, or the endogenous average site travel
cost and the average characteristics:

(5) Q=8B P2, W) =B( P, Z W) =B(P, Z, W)

|
where econonetric adjustnents have to be nade whenever endogenous
variables (Pi, Z, or P) are used. The system of equations
including the price gradient, the demand for nunber of trips, and
the demand for attributes captures the tastes of the consuners.

The hedonic travel cost nethod has been applied to value
st eel head popul ations in Wshington (Brown and Mendel sohn
[1984]), trail characteristics in the AQynpic National Park
(Mendel sohn and Roberts [1983], deer density in Pennsylvania
(Mendel sohn [1984c]), and the effect of forestry on recreation in
t he Cascade Muntains (Englin and Mendel sohn [1985]).

One of the attractive qualities of this approach is its ease
with nodelling continuous and nunerous characteristics. The
hedonic approach is also attractive when the policy issue is a
small change in the quality of a single site. As long as the
change has no perceptible inpact on the price gradient, the
existing hedonic price is a clean neasure of the value of the
change. The hedonic nodel is also facile with policy changes
whi ch alter t he system w de | evel of characteristics
proportionately across all levels of a characteristic. That is,
policy changes which alter the height but not the shape of the
hedonic price gradient are easily measured with the demand curve
for the characteristic.

The hedonic travel cost nbdel becomes nore burdensone when

policy changes alter the shape of the price gradient. For
exanpl e, suppose the relevant policy issue is to change severa

medium quality sites to high quality sites. Such a
transformation could alter the shape of the price gradient
dramatically. For exanpl e, suppose the price gradient is
originally linear. The proposed policy change mght easily alter
the price gradient to sone nonlinear shape. In order to eval uate

the welfare effect of a nonlinear transformation of the budget
curve, one would have to determne the shape of the new price
gradi ent, conpute the individual's optinmal choice of sites and



ot her goods given the new gradient, and then eval uate now nmuch
the consunmer values his original position relative to his new

posi tion. Al t hough these calculations are theoretically
f easi bl e, we have little experience in understanding how site
specific changes wll alter the price gradient. Thus, this

process of nonlinear adjustnent is clearly conplex if not also
probl ematic to practice.

| NDEX MCODEL

The index nodel s, in a sense, a hybrid between the
partitioning and hedoni c nodel s. Like the partitioning nodels,
the analysis explicitly nodels the choice anongst heterogeneous
goods. However , like the hedonic nodel, that choice is
considered to be an explicit function of the characteristics of
the site. Consunmers are assuned to generate cardinal rankings of
avai |l abl e recreation sites on the basis of the objective
characteristics of those sites.

The earliest application of the index approach to recreation
analysis 1is the gravity nodels of geographers. In one of the
sinpl est version of this nodel, trips are allocated across sites
upon the basis of the square distance to each site and an
attractiveness conponent of each site Al (see Huff [1962]):

2 n 2
(6) Q=Q*(1/P)*Aa / T [(1/P ) *A] .
i i i j=1 3 i
Note that the aggregate nunber of trips taken to the site is
exogenous in the nodel above. Prices and attractiveness serve
only to allocate the aggregate trips across sites. Further, the
functional formis sonewhat restrictive forcing the owm and cross
price elasticities to be 2. On the positive side, the origina

gravity nodel does explicitly recognize substitution anongst
sites.

A later nore sophisticated version of the gravity nodel
includes both an allocation conponent as well as an aggregate
trip conponent. That is, site quality and site proximty not
only can affect which sites the consumer chooses but also how
many total trips the consuner takes. For exanpl e, Ew ng[ 1980]
posits the follow ng nore general nodel:

n n
(7) Q= [WFE( $ A *g(P ))] * [Ag(P) /x A g(P)] .
i k=1 Kk k i i k=1 k k
The first term in brackets determ nes the aggregate nunber of
trips and the second term allocates the trips across sites.
Furt her, the use of the function g(P) rather than sinply the

square distance generalizes the overall nodel to incorporate
different price elasticities. The gravity nodel is essentially a
demand equation nodel at this point. However , one restrictive



conponent of this nodel renains. The cross price elasticities
remai n the sane across sites.

A second difficulty also arose in this literature. How can
the quality index A be neasured? At least in the early gravity
studies, the attractiveness index becane a subjective valuation

of the researcher or sinply a redundant neasure of Q/Q Thus,
the first wuses of quality indices to rank sites was not
satisfactory. The indices were not explicitly based upon the

objective characteristic of the site or they did not reflect the
reveal ed tastes of users.

Furt her, because the gravity nodel sinply predicts
participation, it alone is insufficient to estimate site val ues.
Some practitioners of this approach consequently append a val ue
per trip or day to the end of these nodels in order to determ ne
val ue (see Sutherland [1982], for exanple). This ad hoc
adjustnment fails to recognize that the same choice process which
gener at es val ue per trip also det er m nes trip choi ce.

Consequent |y, assunptions about functional formused for the
valuation part rmust be carried through to the ¢trip generation
analysis or the two sections wll be inconsistent. Thus,  one

cannot wuse a gravity nodel to allocate trips across sites and
then turn around and use an entirely different nodel (such as an
arbitrary travel cost nodel) to value the individual trips or
days at the site.

Cesario and Knetsch [1976] are the first to recognize the
i nconsi stency between using separate nodels for trip allocation
and trip valuation. Cesario and Knetsch consequently adopt a
nodel simlar to the general gravity nodel above and denonstrate
that it can be used directly to estinmate val ue. By integrating
underneath the inplied demand for trips to a site with respect to
travel cost, one can estinmate the consuner surplus associ ated
with any given site. Further, even nultiple changes in sites can
be valued using these nodels provided the demand equations
satisfy integrability conditions.

Unfortunately, as W th gravity nmodels in gener al
attractiveness is an arbitrary valuation in the Cesario Knetsch
model . In order to make the index approach work, a nethod to
estimate the appropriate index is needed. Two approaches have
since been devel oped. The first is generalized travel cost which
bui | ds upon the sinple travel cost nodel. The second is discrete
choice nodelling Wwhich builds upon the general gravity nodel
descri bed above.

The generalized travel cost nodel attenpts to explain the
observed differences in the sinple travel cost visitation
functions for individual sites by the characteristics of those
sites. For exanple, if the sinple travel cost nodel of site Ais
observed to be vertically above site B, presumably site A has

nore quality than site B. Although the original devel oper
(Freeman [1979]) of this generalization was aware that nultiple
site choices conplicate this nodel, nost applications of the

10



nodel assune that only the characteristics of the visited site
matter. The characteristics of the site are consequently assuned
to alter the height and possibly the shape of the sinple travel
cost visitation function:

(8) Q.=F( P_I z.) .
1 1 1

Note that by explicitly omtting the attributes of other sites,
t he nmet hodol ogy assunes that a site has a fixed value regardless

of avail abl e substitutes. This assunption is clearly justified
if one assunes there is only one site avail able (see Feenburg and
HIlls [1980]). In practice, however, the approach has been

applied to exanpl es where there are clearly mul tiple
opportunities facing each recreation participant (see Vaughn and
Russell [1983] or Desvousges, Smth, and MGvney [1983]).

Inplicitly, these applications either assume that (1) the cross
price elasticity between the neasured site and all other sites is
zero or (2) the proximty of all other sites is the sane for
participants from every ring visiting the neasured site. Si nce
neither of these conditions are likely to hold, the generalized
travel cost nodel is subject to at |least error. There is also a
very real possibility that the nodel will tend to bias certain
coefficients. In particular, whenever a group of sites tends to
be simlar (for exanple, because of a comon natural feature such
as tall nountains) the attribute held in common is likely to be
underval ued (because the close substitution anongst sites here is
being ignored). In contrast, whenever a site is unusual in
reference to nearby sites, the generalized travel cost nodel will

tend to overvalue the unusual feature ( the absence of
substitutes is being ignored).

The second approach to neasuring quality indices is the
di screte choice nodel. The discrete choice nodel has its origins
in the gravity nodel although it offers a nuch inproved
opportunity to nmeasure the quality index. A second advant age of
the discrete choice nethod is its explicit developnment from
utility theory. This strong utility base has permtted both
Morey [1984] and Hanemann [1984] to develop sound welfare
conpari sons from this nethodol ogy.

The underlying utility nodel used to justify discrete choice
nodel s assunmes each partici pant possesses an index of attributes
b(Z) which he can apply to rank sites. Inits sinplest form the
nodel assunes that the individual visits and thus values only the
best available site. Consequent |l vy, if all consunmers were alike
there would be no substitution anobngst sites, everyone would
simply go to the best site all the tine. Rat her t han
incorporating substitution into the determnistic conponent of
the nodel as with both the partitioning and hedoni ¢ nodel s, t he
di screte choice nodels depend upon a random utility conponent to
replicate observed substitution. Thus al though one site m ght
have a slightly higher ranking than another, the individual nmay
nonetheless visit the inferior site sone of the tine depending
upon his random behavi our. Mre formally, the nodel posits a

11



probability that each site will be chosen

(9) I = Pr{ U[b(Z ),Y-P ;e 1 > Ulb(Z ),¥-P ;e ] } .
i i i i k k k

The choice depends upon the two deternministic conponents of the
utility function, b(ZE and all other goods, as well as the random
error terms e. Thus the distribution of visits across sites
depends wupon the <cardinal ranking from the index and the
variances and possible covariances anongst the error ternms. The
greater the difference in quality between any two sites, the nore
visits to the better site. The greater the variance, the fewer
visits to the higher quality site.

Estimation of the discrete choice nodels builds upon the
basic econonmetric multinomal logit work of Luce [1959] and

McFadden [1973,1981]. |If the error terns are assunmed to be
i ndependent | y and identically distributed extrene val ue
vari ables, then (9) reduces to:
BZ n BZ
(10) I = e i /g e k ’
i k=1
which is just the gravity nodel in its nore general form This

nodel can be estimated easily with maxi num |ikelihood techni ques.
Morey [1981,1984], Hahnemann [1984,1985], and Peterson, Dwer, and
Darragh [1984] are the first to apply the technique to
recreation analysis.

There are three remaining problens with the discrete choice

nodel in increasing inportance. (1) The total number of trips or
budget on trips i s exogenous. (2) The choice of functional. form
for the utility function is problemtic. (3) The substitution

anongst sites is restrictive.

Like the weatly fornms of the gravity nodel, the -early
applications of discrete choice treat the total number of trips
as exogenous. To correct for this shortcomng, a trip generation
conponent needs to be added to the nodel. This could be done
explicitly as part of the logit fornmulation, as suggested by
Pet er son, Dwyer, and Darragh [1984]:

n BZ al a2 BZ n BZ
(11) Q = [z e kI *[P *e 1 /z e K ] .
i k=1 i k=1

The term in the first bracket is the trip generation conponent
and the term in the second bracket is the trip allocation
conponent . The above -equation can then be estimated wth
standard nultinonial logit packages. The alternative is to add a
second trip generation demand function for a two equation nodel.
For exanpl e, one could posit a conbination of (10) and the
fol | ow ng:

(12) Q = F( P,BZ, W)

12



where P and BZ «could reflect the average observed site or
possibly the distribution of observed sites. Since these
variables are endogenous to the two equation nodel as is Q in
(10), an instrunental variables approach could be wused to
estimate both equations.

Wth all enpirical estimation techniques, the question of

appropriate functional formis pressing. Wth the partitioning
and hedonic nodels, several fornms nust be tried to test which
fits the data nost closely. However, wth the discrete choice

nodel s, functional form issues are even nore urgent. Because it
is the wutility function which requires the functional form

casual choices of form result in hidden assunptions about
behavi or. Hanemann [1984], for exanple, denonstrates just how
restrictive sinple assunptions like linearity tend to be when
i nposed on the utility function. Li ke functional form choice for
demand functi ons, sever al functional fornms for the utility
function nust be tried. Unfortunately, flexible functional forns
such as the translog demand function do not have equivalently
flexible wutility counterparts as yet. Consequent | y, t he
i nportance of testing the inplicit assunptions of functional form
are even nore critical with the discrete choice nodel than wth
ot her enmpirical techniques.

The third and perhaps nost serious drawback of discrete
choice nodels is the restrictive assunptions about substitution
required to facilitate estinmation. One of the properties of the
Luce [1959] nodel is the assunption of the axiom of independence
of irrelevant alternatives. Differentiating (10) wth respect to
In z(jk) , yields:

(13) 9ln n(ilz ,B) / oln z(jk) = B z(jk)g (3|2 ,B) .
B k B

The cross elasticities for each characteristic z(jk) are the sane
across all sites and do not depend on the characteristics of the
site(i). For exanple, if one adds a toilet to sone already
devel oped site j, that toilet would have the sane inpact on the
choice of all other sites whether or not site i was a devel oped
canpground like j or a renote undevel oped wi | derness. Anot her
quality of this property is that the ranking between any two
sites is not affected by any of the other alternatives. The
restrictiveness of this assunption has been popularly illustrated
with a nodal choice exanple between a car and a red bus. The
introduction of a blue bus, one would expect should affect the
red bus nore than the car because it is a perfect substitute for
one but not the other. The nodel, however, assunes that it
affects use of both existing nodes equally.

In order to nove away fromthe axiom of irrelevance of
i ndependent alternatives, Hausman and Wse [1978] have proposed a
mul tinom al probit alternative. Except for a slight distinction
in the tails of the distributions, the cumulative normal and
| ogi t distributions are quite simlar. Hausman and Wse
denonstrate that the probit nodel wth zero of f - di agona
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covariance terns is equivalent to the logit nodel. They
consequently add nonzero off-diagonal elenents to the error
covariance matrix in order to capture substitution across sites.
Unfortunately, this approach requires one to integrate across all

avai lable choices (sites) in order to estimate. The conpl exity
of this calculation reduces the number of alternatives Ppossible.
Hausman and W se, t hensel ves, only use three alternatives and
t hey suggest that current algorithnms can handle no nore than five
sites. O course, five sites is totally inadequate for
devel oping an index of quality. Wth only five different
conbi nations of characteristics, there is no reliable way any

technique could sort out the individual contribution of two or
nore characteristics to quality.

A second approach to relax the substitution assunptions of
teh logit nodel has been suggested by MFadden [1981]. He
suggests using the logit nodel to estimate a decision tree. Wth
a decison tree, the nultiple site choice problem can be divided
down to a series of nore limted choices. For exanple, to be
conpletely free of the independence axiom one could focus on
bi nom al decisions entirely. For exanple, the consunmer would
first choose which of two classes of sites to visit, then which
of two mmjor subclasses wthin the chosen cl ass, and...finally
which of the remaining two sites to visit. O course, estimation
of this sequential nodel could follow exactly the reverse process
starting wth nmultiple pairs of sites and ending with a single
pai r deci sion.

The basic problemwi th the decision tree framework is that it

is arbitrary. Instead of a single restrictive but sinmultaneous
conparison across all sites, the decision tree framework provides
a highly structured series of pairw se conparisons. Al t hough

this serial analysis is nore flexible in that substitution across
sites can vary, the specific order of conparisons dictates the

final substitution  observed. In  MFadden [1981], t he
coefficients depended upon the decision tree chosen. Since
theory does not dictate which tree is to be preferred, the
results of any single tree are arbitrary. It is clearly
important to explore under what conditions a single tree could be
chosen. It would al so be hel pful to know when all the trees wll
provi de consi stent responses. Unfortunately, it is likely that

the limting condition is precisely the order independence which
the technique is designed to avoid.

CONCLUSI ON

This paper is intended to be a critical appraisal of the
state-of-the-art of recreation nodelling. Focusing wupon the
relative nerits of each revealed preference approach, t he
limtations of restrictive assunptions underlying each nethod
have been enphasi zed. It is inportant, however , not to |ose
sight of the tremendous progress in this area and of the high
guality of current research. Today, the applied researcher has

many options to estimate the value of sites and their
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characteristics. Each of these nethodol ogies are soundly based
in economc theory and econonetric practice. Resource val uation
iIs one of the nost exciting and powerful conponents of natura

resource econom cs.

O course, new ideas and new applications generate as nmany new

gquaestions as they answer. Each nethodology would clearly
benefit form specific additional research. The aprtitioning
appr oach, for exanple, could use sone formal work on optinal
grouping or clustering strategies. The appropriate choice of

decision trees in discrete choice nodels deserves attention. The
bias and lack of precision from the absence of site substitution
in the generalized travel cost nodel needs to be studied. The
effect of site changes on the hedonic travel cost price gradient
needs to be known.

W, as a profession, are on the edge of neasuring the val ue
of a host of natural resources which have historically escaped
nmeasur enment . Wth adequate support, t hese new nethodol ogi cal
capabilities can be turned into a vast array of promsing new
managenent and policy techni ques.
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1.0 INTRODUCTION

The analysis contained in this paper is part of a project whose goal is to estimate the
economic damages to recreational fishing from current levels of acidification. The
Adirondack Mountain region was selected as the focus for this study since it is the region
where current levels of acidification are believed to be having the greatest deleterious
effect on fish populations. Acid deposition is commonly viewed as a regional problem
since large portions of Pennsylvania, New York, New England and Eastern Canada have
high levels of deposition. However, from the perspective of damages to fish populations,
the fresh water effects of current levels of acid deposition are expected to occur in nar-
rower geographic areas. Two factors must interact before fish populations will experi-
ence adverse effects -- one, the watersheds must be exposed to high levels of acid depo-
sition; and two, the watersheds must be sensitive, i.e., have a low buffering capacity.
Even though broad regions are exposed to high levels of acid deposition, the sensitive
lakes and streams tend to be grouped into smaller areas. Our current efforts are focused
on examining the benefits of reductions in acidification in New York. The regions con-
taining sensitive lakes in New York are essentially limited to the Adirondack and
Catskills mountain regions, and the Hudson Highlands.

A traditional approach for estimating the economic value of recreational sites has been
to use the travel and on-site costs incurred by visitors as a proxy measure of the price
paid to use that site. Early travel costs studies focused on changes in the supply of sites,
i.e., the addition of a new site or the loss of an existing site. The estimation problem
faced by this project is different. Acidification will not change the number of sites
available for fishing, but will change the characteristics of those sites. The reason for
this is that it is not tractable to view each lake as a separate site. There are thousands
of lakes in the Adirondack Ecological Zone, which makes a lake by lake analysis impossi-
ble. Instead, each site must be viewed as a geographic area containing a number of
lakes. Each site can then be characterized by the number of lakes it contains that have
certain characteristics. Possible site characteristics include the number of acres of cold
water, two story, or warm water lakes. In this framework, acidification could, for exam-
ple, result in a change in the number of acres of cold water lakes that are able to support
fish populations. The estimation problem is to determine how a change in these site
characteristics will affect the value of that site as a recreational fishery.
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Two data sets were identified that contain data useful for an analysis of Adirondack
lakes -- the New York Anglers Survey and the Adirondack Ponded Waters Survey. The
New York Anglers Survey contains data on fishing activity throughout the state; how-
ever, the Adirondack Ponded Waters Survey only contains data on lakes and streams in
the Adirondack Ecological Zone. As a result, the geographic scope of the study was
necessarily limited to this area. This may not pose a significant problem for a national
assessment of damages, since documented damages to recreational fisheries at current
levels of deposition have largely been limited to the Adirondack Mountain regions. Lakes
and streams in New England, Minnesota, Wisconsin and selected areas in other regions of
the U.S. are sensitive to acid deposition and may be affected in the future. Neverthe-
less, at the current level of acidification most deleterious effects on recreational fish-
eries are felt to be occurring in the Adirondack Mountains.

The recent environmental benefits estimation literature contains several approaches for
incorporating site characterisitics within a travel-cost framework. Prominent applica-
tions incorporating site characteristics into a travel cost model are Vaughan and Russell
(1982); Desvousges, Smith and McGivney (1983); Morey (1981); Greig (1983); Brown and
Mendelsohn (1984); and Bockstael, Hanemann and Strand (1984). This literature includes
several diverse approaches each with certain strengths and weaknesses. The use of site
characteristics in travel cost models is a recent development. As a result, new applica-
tions and techniques are currently being researched.

The problem of incorporating site characteristics within a travel cost model can be illus-
trated using a conventional Burt and Brewer (1971) type travel cost model. This “conven-
tional” travel cost model estimates a separate demand equation for each fishing site.
These demand functions for “n” fishing sites are shown below.

Site 1 equa‘tion: qu = Blo + Bll Pll + Blz P12 + oee+ qu qu + Cl] qu +U

. . . (eq. 1)

Site n equation: Vi C.:S

qj-l-U

quno"'BnlPn1+Bn2Pn2+"'+Bannq+ nj

where:
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Viq - the visitation rate to site i from origin g, usually measured in visitors per
10,000 people

Piq= the price of visiting i from origin q in terms of travel and time costs.

Biq: the regression coefficients on the price variables

qu = socioeconomic variables for origin q

an = regression coefficients on socioeconomic variables

U= random term

For example, the data that would be used to estimate the site 1 equation is simply the
visitation rate, and the travel costs from each of the g origins to each site. The underly-
ing assumption is that the visitation rates to site 1 will be lower for origins more distant
from site 1; that is, as the costs of traveling to site 1 increase the visitation rate will
decline.

In this conventional travel cost model, it is not possible to examine how the character-
istics of the site affects the visitor's demand function. The equation for each site is
estimated separately. As a result, there can be no variability in the site characteristics
of just one site. Several different approaches for incorporating site characteristics
within a travel cost framework have appeared in the recent literature. These new

methods can be classified into several basic approaches:l

1)  The varying coefficient travel cost model as characterized by Vaughn
and Russell (1982), and Desvouges, Smith and McGivney (1983);

2) The explicit utility function approach as characterized by Morey
(1981) and Grieg (1983);

3) The hedonic travel cost model as developed by Brown and Mendelsohn
(1984).

A variant of the varying coefficient travel cost model was selected for this application.
The varying coefficient travel cost model approach selected for use in this project is
similar to that used by Vaughn and Russell (1982), and Desvouges, Smith and McGivney
(1983). This approach utilizes a two step framework. The first step consists of estimat-
Ing a separate visitation-travel cost equation for each site. The second step uses the

L \W.M. Hanemann in Chapter 9 of Bockstael et al. (1984) presents a random utility model
based travel cost formulation which also incorporates site characteristics.
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regression coefficients from the step one equations as dependent variables and regresses
these coefficients on the site characteristics. To use a simple example, the conventional
Burt and Brewer visitation demand function for site “i” is:

qu = B].O + B].l Piz + e + qu Piq (eq 2)

where Viq Is the visitation rate from origin g to site i and Piq is the travel cost from
origin g to site i. Since a separate equation is estimated for each site, there are “i” dif-
ferent estimates of each coefficient. These regression coefficients represent the rela-
tionship between travel costs and visits. The variability in the magnitue of the regres-
sion coefficients in the different site equations are likely to be due to the relative
desirability of the site in terms of the site’s characteristics. This can be tested in the
second step regressions where the regression coefficients are regressed against the char-

acteristics of each site:

B.lo = AOO + AO]. Zli + eee AOk Zki
Bu = AIO + All Zli + eee t+ Alk Zki
. . (eq. 3)

Big=Agqp + A

iq q 4 1i + eee + Aqk Zki

ql
where Zy; is the level of the kth characteristic at site i and the Ay are new regression
coefficients on the site characteristic variables. This two step procedure can be com-
bined into an equivalent one step method by substituting equation 3 into equation 2 to
yield:

Vig= (Aoo + Apy Z1j+ e+ Agic Zi)) + (Ayg + Apy Zyj+ e + A ) Py + 1

+ (Aqo + A

ql le + eee + Aqk Zki) quo (eq. l\‘)

Equation 4 includes both site characteristics and travel costs as interaction terms. This
equation can be estimated using pooled data across sites.

Generalized least squares (GLS) procedures should be used to estimate equation 3 or
equation 4. This two stage procedure will introduce heteroskedasticity into the error
term of the second stage regressions. The second stage regression using only one site
characteristic as the dependent variable is:

1-4
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The dependent variable B;y is an estimated regression coefficient from the first stage
regression; therefore, the error term for the regression shown as equation (5) is in-
fluenced by the error in the estimated coefficient. This introduces heteroskedasticity in
the regression equation error term. Simply stated, if the estimated variance of B;5 from
the stage 1 regression in large (i.e., B;jg is estimated imprecisely) this will influence the
error term in the regression shown in equation (5). This can be corrected by using GLS
procedures where the estimated standard errors for the regression coefficient from each
site are used as the correcting weights.

The two applications of varying coefficient travel cost model cited previously -- Vaughan
and Russell (1982), and Desvousges, et al. (1983) - found site characteristics to be sig-
nificant in the second stage regression equations. The available data and nature of the
estimation problem makes this application of this technique to the Adirondacks some-
what different from these previous applications of the varying coefficient approach. For
example, Vaughan and Russell (1982) used a sample of fee fishing sites in the North-
eastern United States. These sites were typically widely dispersed geographically making
it unlikely that visitors to one site would have also visited another of the sites included in
the data set and, even if they did, there was no way to learn this from the data. The
Desvousges et al. (1983) visitation data was from 46 U.S. Army Corps of Engineering
recreation sites. Again, these sites were scattered throughout the United States. These
applications can be contrasted to the Adirondacks region being examined in this project
where all of the sites are located in a small region and are, in fact, adjoining. This
results in a visitation data set where many fisherman have visited more than one site.

The specifics of the data available for this project made it desirable to use a variant of
this two stage approach. Instead of using ordinary least squares techniques to estimate
the coefficients of the first stage site demand equations, a Tobit procedure is used. The
Tobit estimation procedure is able to take full advantage of the available data on
individual fishermen. First used in Tobin (1958), the Tobit procedure estimates both the
probability of an individual visiting a given site as well as the number of days the
individual will spend at that site, given that a visit is made. Taken together, these two
estimates can be used to calculate the expected value of days spent at each site for each
individual.

1-5
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The procedure used to incorporate site characteristics within this travel cost model is
very similar to the varying coefficient travel cost model as depicted by equations 2 and
3. The only difference is that the first stage regression coefficients of equation 2 are
estimated using a Tobit procedure. In the second stage, these regression coefficients are
used as the dependent variable and regressed against the site characteristics using a
generalized least squares procedure to correct for heteroskedasticity.

1-6
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2.0 DATA

There were two main data sources for this project. These were the 1976-1977 New York
Angler Survey and the Adirondack Lake and Pond Survey (Ponded Waters Survey). Both
data sets were compiled by the New York State Department of Environmental Conserva-
tion (NY DEC).

2.1 THE NEW YORK ANGLER SURVEY, 1976-1977

The New York Angler Survey for 1976-1977 is the most recent data source from which
information on fishing activity and travel costs can be compiled for the Adirondacks.
The Angler Survey consisted of a questionnaire mailed to a three percent sample of fish-
ermen licensed in New York State between October 1, 1975 and September 30, 1976. The
guestionnaire elicited responses about fishing activity in New York State between April
1, 1976 and March 31, 1977. Of the 25,564 questionnaires mailed, 11,721 responses were
received.

The questionnaire consisted of three major sections: one - fishing activities, expendi-
tures, and preferences; two - attitudes and opinions; and three - participant background.
The first section of the Anglers Survey examined fishing activities, expenditures and
preferences. This section collected data on where, for how long, for what species, and by
what methods the respondent fished. Data on expenditures per fishing location for that
year and for total equipment expenditures were also requested. Questions relating to
preferred species, reasons for fishing and what makes a fishing trip successful were
included in this section. The attitudes and opinions section of the Anglers Survey was
mainly concerned with New York’s fisheries management programs, procedures and regu-
lations.
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The participant background section elicited information on fishing background, whether
or not the respondent belonged to a fish and game club, other recreational activities, and
household income. A summary of the Angler Survey appears in Kretser and Klatt (1981).

Since the 1976-77 Angler Survey gathered information on fishing throughout New York
State, it was necessary to select only observations on fishing trips to the Adirondacks
region. Fishing locations in the Angler Survey are identified by name of water and
county. Relevant observations for this project were chosen by selecting only those fish-
ing locations in counties in which the Adirondacks lie. The counties included are:
Clinton, Essex, Franklin, Fulton, Hamilton, Herkimer, Lewis, Saint Lawrence, Saratoga
and Warren. This resulted in data on 3015 individual anglers who visited 6053 fishing
locations. Thus the average angler who fished in the Adirondacks fished at two different
locations within the Adirondacks.

The 6053 visits by individuals were to 760 different fishing sites, 504 of which were lakes
and ponds, the remainder being rivers and streams. Since adequate site characteristic
data was available only for lakes and ponds, the effective sample size was further
reduced to data on visits to the 504 lake and pond locations.

Data on expenditures in transit to the site and at the site were requested by the Angler’s
Survey although not all individuals reported these expenditures. Travel expenditure data
was available for 62.3 percent of the 6053 sites, and on-site expenditure data for 57.3
percent of these sites. Expenditures on equipment were also requested, but improperly
coded and entered onto the tape, therby making this data unuseable.

The Angler’s Survey contained no data on distances traveled to each site or time spent
traveling to the site. Distance data was estimated manually using the Zip Codes included
in the Angler Survey. Given the large number of observations, this was a time consuming
task. Travel time was approximated by assuming an average driving speed and dividing
distance by this speed.

Socioeconomic and other respondent background data contained information on household
income, date of birth, years of education, and years of fishing. Other questions in this
section concerned whether the individual had a preferred species to fish for, whether or
not the respondent was a member of a fish and game or other sportsmen’s club, and their
participation in other recreational activities. A number of attitudinal questions were

2-3
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also included which examined the individual's reasons for fishing, factors important to a
successful fishing trip, and limiting factors for respondents who do not fish as often as
they would like.

2.2 ADIRONDACK LAKE AND POND SURVEY

Site characteristic data was obtained from the Adirondack Lake and Pond Survey1
(ponded Waters Survey). This data base includes information on 3506 ponded waters in
the Adirondacks area. The Ponded Waters Survey is not entirely comprehensive; not
every ponded water in the Adirondack area has a complete record. For example, there
are only 2409 pH records in the most recent chemistry survey data for those waters
which have been surveyed. Also, not all lakes and ponds are surveyed each year. The
most recent survey for a particular water may have been last year, or it may have been
20 or more years ago. Only 1217 of the 2409 pH records date from 1960 to the present.
The New York State Department of Environmental Conservation (NY DEC) is continuing
to update this data base.

The data in the Adirondack Lake and Pond Survey refers to ponded waters only. Stream
fishing is also important in the Adirondacks. There are approximately 5,000 miles of
coldwater fishing streams in the Adirondacks, with about 3500 miles of these open to
public fishing (Pfeiffer, 1979). Over 700 miles of warmwater fishing streams also exist,
with approximately 480 miles open to public fishing (Pfeiffer, 1979). Unfortunately,
stream characteristic data are not as readily available as ponded water data in the
Adirondacks. Miles of streams open to public fishing appears to be available on a county
basis, but may be difficult to obtain on a more disaggregated basis.

Of the general site characteristics, surface area and elevation were the best available,
existing for at least 80 percent of the waters. Shoreline length would be a useful alter-
native to surface area and is listed as a variable in the documentation, but it did not
exist for any waters. Another potentially useful characteristic listed in the documenta-
tion but for which no data exist is the distance to nearest public road or trail. This
accessibility measure could have been quite useful. The public or private ownership

! This survey is continually updated. The survey used in this analysis was the version
available in February, 1984.
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classifications can be useful if it is desired to limit the number of ponds, or surface area
in a site to only those open to public use.

The current management class of a water can be useful for determining the different
types of fishing opportunities available within a site, and their relative importance.
Management classifications in the survey included warm water, two story, cold water and
brook trout fishery classifications. Although only 38 percent of the waters were cate-
gorized by management class, these waters comprise 87.7 percent of the total measured
surface area. Thus this variable may be used with a reasonable level of confidence.

Two issues surround the relevance of the pH and alkalinity data which are available. One
is the fact that much of the data, perhaps a large portion, may be extremely old and thus
no longer accurate. Secondly, pH data existed for only 35 percent of measured surface
area and alkalinity for only 52 percent. As a result, estimates of the effect of acidifica-
tion on fishable acreage of ponds made by others were used in this analysis. Other
research in the National Acid Precipitation Assessment Program has calculated the
change in fishable acres due to acidification.?

Since 7% minute quads were chosen as the components of the sites, the data extracted
from the original Ponded Waters tape for each individual water needed to be aggregated
by quads. In the current formulation, site characteristics are defined in terms of surface
area. For a given quad containing a number of lakes and ponds, one characteristic is the
total surface area of these ponds. Surface area is also broken down by various discrete
categories of other relevant characteristics. For elevation, there is surface area below
1500 feet, between 1500 feet and 2000 feet, and above 2000 feet. Surface area is also
broken down by the various fishery management classes and ownership categories.

2.3 INTEGRATION OF THE ANGLERS SURVEY AND THE PONDED WATERS SURVEY

The Angler Survey and Ponded Water Survey used different methods for identifying par-
ticular bodies of water and a mapping from one code to the other was necessary. Indi-

2 In this report, NAPAP funded work by Dr. Joan Baker at North Carolina State
University was used to obtain estimates of how acidification will affect the acreage of
water available for fishing.
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vidual waters in the Ponded Waters Survey are identified by a watershed and pond num-
ber combination. For the Angler Survey, a water name and county was supplied by
respondents. A code was created by the NY DEC for identifying waters in the Angler
Survey which consisted of locating the water in the report, Characteristics of New York

Lakes, Part 1 -- Gazatteer of Lakes, Ponds and Reservoirs (Greeson and Robison,

1970). This was done by coding each water by a number where the first two digits indi-
cated the page and the second two digits the line of the Gazatteer listing the water name
and location. The result was a time consuming process where each lake or pond in the
Anglers Survey had to be be looked up by hand in the Gazatteer and matched to a lake
with hopefully the same name and location in the Ponded Waters Survey. NY DEC per-
sonnel cautioned against a one-to-one mapping of waters due to concerns with the Angler
Survey. A particular concern was that anglers may not always know exactly where they
fished. They may believe they are at one lake or pond when they are actually at a dif-
ferent lake nearby. Or they may use a name for the lake which is different from the
official name for that lake. Also, there can be several lakes within a county with the
same name. In these cases NY DEC personnel had to use their judgement, based on
knowledge of popular fishing areas and species availability in these waters, in coding
fishing locations. Since both the Gazatteer and the Ponded Waters Survey include identi-
fication of the 7%2 minute USGS quadrangle in which a water’s outlet lies, the fishing
locations from one survey to the other were mapped on the basis of 7% minute quads. As
a result, even if the fisherman gave the name of a nearby lake in error, his visit will still
be mapped to the correct site as long as both lakes are in the same 72 minute quadran-
gle. A more detailed discussion of site selection will be given below.

2.4 SITE SELECTION

Defining sites to be used in the travel cost model raised several issues. One of these
issues has already been discussed, namely the problem of not being able to cross-
reference waters between the Angler and Ponded Waters Surveys on a one-to-one basis.
The use of 72 minute quads should serve to mitigate this issue. However, the use of 7%
minute quads poses other problems. Most importantly, the 7% minute quad associated
with any lake or pond refers to the quad in which that water’s outlet lies. For large
bodies of water, this quad could be several miles from where an angler actually fished.
In other cases, a group of lakes may cross several quad boundaries yet still exist in rela-
tively close proximity with easy access from one to the other, making this group of lakes
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a reasonable candidate for a site (destination). There are few major roads within the
Adirondacks, thus accessibility was another site determinant.

The issues mentioned above were considered when aggregating the individual 7% minute
guadrangles into larger sites. The sites were constructed by grouping together as geo-
graphically homogeneous 7% quads as was possible. If the outlet of a lake was in one 7%
minute quad while the body of the lake was in a neighboring quad, both quads were
included in the same site. Sites were also constructed to include groups of similar lakes
such as the Saranac Lakes. Another consideration was the highway system where quads
having a common access were included in the same site. From an empirical viewpoint,
there have to be enough sites for sufficient degrees of freedom in the second step regres-
sion. A site specification resulting in 24 sites was ultimately decided upon.
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3.0 THE MODEL

This chapter is divided into three sections. Section 3.1 presents a simple participation
model. A participation model relates recreational activity to the supply and quality of
recreation opportunities available at different sites. Compared to travel cost models,
participation models have less stringent data requirements and assumptions. Participa-
tion models do not use data on travel costs and, therefore, the assumptions required for
travel costs to serve as the basis for calculating consumer surplus based values for the
recreation activity do not have to be imposed. However, participation models do not
have the ability to infer values for the resource from the empirical analysis, but the
model can show how participation is expected to change as recreation opportunities
increase due to improved water quality. If the value of additional recreation days can be
inferred from other sources, then an estimate of the value of the improved water quality
can be obtained by multiplying the increase in recreation days times the value per day.

An empirical model designed to estimate the value of the resource for recreational fish-
ing is presented in Sections 3.2 and 3.3. Section 3.2 takes advantage of the data availa-
ble on expenditures to obtain an estimate of the average per mile travel cost incurred to
produce one fishing day. The ability to estimate this dollars per mile per fishing day
travel cost is important for the analysis since the visitation data from the Anglers Survey
Is expressed in terms of fishing days spent at a site and the survey did not contain
information on whether these days were all taken during one trip, two trips or many
trips. Section 3.3 presents the estimation of the relationship between travel costs and
fishing days at each site. Section 3.4 incorporates the characteristics of the site into the
travel cost framework.

3.1 PARTICIPATION MODEL ESTIMATION
The first step analysis of the visitation data consisted of the estimation of a simple par-

ticipation model. As was discussed above, participation models have less stringent data
requirements and assumptions than do travel cost models but they entail the loss of the
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ability to infer values from the estimated model.! This model relates the number of
fishing days at each of the 24 sites against selected characteristics of the site. The site
characteristics that were used include measures of fishable acres of lakes and ponds, and
the total catch rate defined as the average number of fish caught per fishing day at each
site. Once this model is estimated, it is possible to calculate an estimate of the change
in fishing days due to a change in the site characteristics. In this participation model,
travel costs and distances traveled were not considered, but they are incorporated into
the next phase of the analysis procedure.

The results of the participation model runs are shown in Table 3-1. The coefficients on
the fishable acreage variables are significant in all runs and the magnitudes of the coef-
ficients were consistent across the different specifications. The coefficients on the
acreage variables ranged in magnitude from .061 to .0978, with the majority of the coef-
ficients clustered between .0845 to .0978. The one exception was the coefficient on the
acres of cold water in equation 2 which had a negative sign, but was not significant.
These data show a relationship between the total number of fishing days spent at a site
and fishing opportunities as measured in fishable acreage.

The total catch rate variable did not perform as well as the acreage variables. The catch
rate variable was significant in two of the specifications, but the magnitude of the coef-
ficients varied considerably -- from 49.8 to 199.4. The lack of stability of the coeffi-
cients on the catch rate variable would tend to make predictions based on this variable
less reliable.

The reasonableness of the magnitudes of the coefficients on the acreage variables can be
examined by performing some calculations using equation 1 from Table 3-1. The mean
values across all 24 sites for the variables total days, acres of warm water, and acres of
two story ponds are 1145.8 days, 4516 acres warm water, and 3645 acres of two-story
ponds. Using these values as depicting an “average site,” the effect on total fishing days
of a 10 percent reduction in fishable acreage can be calculated:

days = .0958 x (451.6) + .0845(364.5)
= 74.06 days

1 This is discussed in more detail in Freeman (1979), Chapter 8.
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Table 3-1

Participation Models With Total Fishing Days at a Site as the Dependent Variable

(t-values are in parentheses)

Acres at
Total Net Warm Two less than Total
Regression Park Park Water Story Cold 1,500 feet in  Catch Overall
Number Acres Acres Acres Acres Acres Elevation Rate R? F

1. -- - .0958 .0845 -- -- 42.04 .60 9.49
(4.44) (3.80) (:418)

2. -- -- 0972 .0851 -.540 -- 49.84 .635 7.849
(4.59) (3.90) (-1.33) (5.04)

3 -- .0978 -- -- -- 199.4 .615 16.03
(5.66) (1.97)

4. -- -- -- -- -- .076 -85.1 .55 8.23
(4.16) (.84)

5 .061 -- -- -- -- -- 7.44 .32 5.01
(3.16) (.62)
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The net result of a 10 percent reduction in fishable acreage at the “average” site is a
reduction of 74 fishing days, or a 6.5 percent reduction in fishing days at the site.

One problem that possibly limits the usefulness of these participation models is the lack
of significance of the cold water acreage variable. Acid deposition is expected to largely
affect cold water lakes and ponds and to have a much smaller effect on warm water and
two-story lakes and ponds. To further examine this particular issue, a second set of par-
ticipation models were estimated. Rather than using total fishing days as the dependent
variable in this model, a new variable defined as brook trout fishing days was used. This
variable was constructed by taking all the days at each site where the individual reported
to have caught at least one brook trout. Other species of fish may have been fished for
and caught as well, but if brook trout were caught, then these days were classified as
brook trout days.

The result of the participation models using brook trout days at each site as the depend-
ent variable are shown in Table 3-2. In contrast to the participation models using total
fishing days, the cold water acres variable in this model had the appropriate sign and a t-
value of 1.38. Although the t-value is low, it is significant at the 80 percent confidence
level with a two-tailed test and significant at the 90 percent level with a one-tailed
test. The catch rate variable was significant and was stable in magnitude across the
specifications examined. These models indicate that a reduction in the brook trout catch
rate from four fish per day to three fish per day would reduce the number of fishing days
at that site by approximately 37 days. Also, the coefficient on the cold water acres
variable was similar in magnitude to the coefficients on the warm water and two-story
acreage variables in the total fishing day participation models.

3.2 ESTIMATION OF PER MILE TRAVEL COSTS

The data contained in the New York Anglers’ Survey presents certain problems for its use
in a travel cost valuation model, but it also has certain advantages relative to the type of
data commonly used in travel cost models. One problem with the Anglers’ Survey data is
that it contains information on the number of days spent at a site rather than the number
of trips made to a site. This is the reverse of the problem typically faced by travel cost

3-4




Table 3-2

Participation Models Using Brook Fishing Days as the Dependent Variable

(t-values in parentheses)

Acres at Brook
Cold Two Brook Greater than Trout
Water Story Trout 2000 ft in Catch ) Overall
Regression No. Acres Acres Acres Elevation Rate R F

1. .088 .0086 -- -- 37.81 445 5.08
(1.38) (2.67) (2.22)

2. -- -- .0224 -- 32.55 239 3.15
(1.32) (1.67)

3. -- -- .004 .005 37.98 .309 3.13
(.224) (.225) (2.88)
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models where there is data on the number of visits, but generally there is no information
on the duration of the stay. A positive aspect of the Anglers’ Survey is that it contains
travel expenditures as reported by the individual. This expenditure data can be used to
obtain estimates of the per mile travel costs. These estimates may be preferred to esti-
mates from external sources such as the often used American Automobile Association’s
(AAA) estimates of average travel costs since they may better represent the individual's
perceived travel costs (i.e., the costs on which individuals base their fishing location
decisions). Another advantage of this particular data set is that it contains information
on individuals who visited each site as well as those who chose not to visit the site. The
decision by an individual to not visit a site provides useful information that can be in-
corporated into the estimation of the visitation equation.

Since the New York Anglers’ Survey only contains data on the number of days spent at a
site, having a fisherman indicate that he spent eight days at a site does not provide any
information on whether this was one eight-day trip, two four-day trips or four two-day
trips. Depending on the number of trips taken to provide the eight fishing days at the
site, the travel costs associated with the production of those eight fishing days could be
very different. For example, assume the site is 100 miles away and travel costs are ten
cents per mile, then one round trip would cost $20.00. If the eight days at the site repre-
sented one trip, then the total travel costs to produce those eight fishing days would be
$20.00, or $2.50 per day. If the eight fishing days were the result of four two-day trips,
then the total travel cost would be $80.00, or $10.00 per fishing day.

This problem results in potentially large measurement errors in the estimated travel
costs. It could be solved if there were data on the number of trips and length of trips.
With such data, separate models could be estimated for trips of different lengths. The
problem faced by this analysis is not dissimilar from other travel cost applications that
have used data sets containing information on the trips to a site, but no information on
the number of days at a site. One commonly used procedure to get around this problem
is to use only trips of short distances that most likely represent only one-day outings and
then assume that all days spent at the site are one-day trips. This is a possible option but
Is not desirable for this application since the purpose of the model is to obtain an esti-
mate of the total value of the resource. Using a subset of data that represents only one-
day trips could result in biased estimates.
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Given the New York Anglers’ Survey data set, the best option for the dependent variable
in the travel cost model was the number of days at the site. For this dependent variable
to be most meaningful in a travel cost model framework, an estimate of the travel cost

incurred per day is desirable. As was shown above, the travel cost required to produce
one fishing day will vary depending on the length of the trip. In turn, the length of trip
could be expected to depend on the distance to the site, the individual’'s income and other
factors such as the individual’s fishing experience. The underlying problem is whether
the travel cost per day can be estimated given data on the distance to the fishing site,
and the number of days spent at the site. Fortunately, the New York Anglers’ Survey
contained selected data on expenditures. The Anglers’ Survey asked the following
questions:

o What amount was spent on travel to and from each fishing location in
each category:
- food, drink and refreshments

lodging

gas and oil

fares on buses, airlines, etc.

Total expenditures on travel

o What amount was spent at each fishing location on:
- food, drink and refreshments

lodging

gas and oil

guide fees
access and boat launching fees
Total expenditures at the site

The goal of the statistical analysis presented in this section is to utilize this expenditure
data to obtain an estimated travel cost per mile per fishing day. If the travel costs
associated with one fishing day can be estimated, then the data on days at a site can be
successfully used as the dependent variable in a travel cost model. It was expected that
the travel costs per mile per day at a site would vary depending on the length of trip.
For example, if a fisherman were to travel 150 miles to reach a site, it is likely that he
would spend a greater number of days at the site than if he only had to travel 50 miles to
reach the site. The higher fixed costs that have to be incurred to reach the more distant
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fishing sites would result in these costs being incurred only if the number of days spent at
the site were sufficient to offset the travel costs. For example, assume that out-of-
pocket travel costs are ten cents per mile. If a 50 mile travel distance is associated with
one-day trips, then the 100 miles traveled round trip would result in a total cost of $10 to
yield one fishing day. The travel cost per mile per fishing day would be $10 (100 mile *
1 day) = $.10. If 100 mile travel distances (200 miles round trip) are typically associated
with three-day trips, then the travel cost per mile per fishing day would be $20 (200
miles * 3 days) = $.033. This implies that the travel costs associated with producing one
fishing day are 3.3 cents per mile for a three-day trip.

3.2.1 Per Mile Travel Cost Estimation Results

The equations used to estimate the per mile travel costs all had the same basic specifica-
tion. Travel expenditures per day were expressed as a function of distance to the site,
the individual’s income, and the number of years the individual had been fishing:

Travel Expenditures per Day = Bj(Distance) + Bo(Income) + Bs(years fishing
experience)

The coefficient By on distance has the dimension of dollars per mile per day. If signifi-
cant, By can be used as an estimate of the travel costs per mile per fishing day. The
data were disaggregated into subsets of visits to sites that were 0 to 75 miles, 0 to 150, 0
to 225, and greater than 225 miles away from the fisherman’s residence. Equations using
data on visits to sites 75 to 150 miles, and 150 to 225 miles were also estimated. Table
3-3 presents the estimation results using total travel expenditures per day as the depend-
ent variable. These results are encouraging. The coefficient on the distance variable is
highly significant in all equations except for visits to sites where the distance traveled is
greater than 225 miles. However, this is not surprising in that trips of this length are
more likely to be influenced by factors other than travel costs, in particular, income. As
can be seen from Table 3-3, the income variable was significant only for the longer trips.

The regression equations in Table 3-3 also show the expected relationship between travel
cost per mile per day and the distance traveled to the site. The average cost per mile
per day is higher for the shorter trips, reflecting that trips of short distances likely are
associated with fewer days spent at the site:




Table 3-3

Regression Results Using Total Site Travel Expenditures per day

As the Dependent Variable
(t-values in parentheses)

Distance Years Overall

Regression No. (t-value) Income Experience Constant R? F
1. Sites 0 to 75 miles from .66E-01 234E-01 1.28

Residence (8.11) (1.395) (-1.77) (2.67) 077 24.22
2. Sites 0 to 150 miles from b55E-01 .153E-01 A418E-03 1.50

Residence (9.78) (.6999) (.296E-01) (2.44) .067 32.63
3. Sites 0 to 225 miles from 4398E-01 24E-01 234E-01 1.3349 .0635 36.62

Residence (10.128) (.9137) (1.42) (1.956)
4. Sites greater than 225 miles .544E-02 138 -.082 6.95

from Residence (.377) (2.38) (-2.07) (1.65) .028 3.04
5. Sites 75 to 150 miles from .238E-01 482E-01 .156E-01 2.59

Residence (9.50) (1.98) (2.02) (4.17) ,049 33.465
6. Sites 150 to 225 miles from 97E-01 .6376 132 -12.48

Residence (2.05) (.37) (1.86) (-1.39) .033 2.87
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Distance Traveled to Site Estimated Travel Costs (t-value)
0-75 6.6¢ per mile per day
(8.11)
0-150 5.5¢ per mile per day
(9.78)
0-225 4.4¢ per mile per day
(10.13)
greater than 225 05¢ per mile per day
(0.38)

There is one anomaly in the estimated travel costs shown in Table 3-3. The regression
equation #5 on trips of 150 to 225 miles shows an estimated per mile travel cost that is
larger than those from the equations for visits of 0 to 75 and 75 to 150 miles. There may
be a number of reasons for this result. One possible cause could be a clustering of trips
with travel distances near the lower end of the 75 to 150 mile range; however, additional
analysis of the data would be useful in interpreting this result. Still, the travel costs for
the 0 to 75, the 0 to 150, and the 0 to 225 trip distance subgroups show the expected
relationship and these regressions would not be as sensitive to the clustering of trip dis-
tances within each range. The results of these regressions show a declining relationship
between trip distance and travel cost per mile per day.

A second set of regression equations were estimated using only oil and gas travel ex-
penditures per fishing day rather than total travel expenditures. These costs may better
represent the variable costs of traveling, since food and lodging would have to be pro-
vided on a trip of any distance. The same independent variables were used in the estima-
tion. The results are shown in Table 3-4. Again the results are encouraging. The
coefficients on the distance variables are significant in all equations, except for the
visits to sites of greater distances:

Distance Traveled to Site Estimated Oil & Gas Travel Costs (t-value)

0-75 5.8¢ per mile per day
(7.84)

0-150 3.9¢ per mile per day
(9.71)

0-225 2.5¢ per mile per day
(8.58)

greater than 225 -.003¢ per mile per day

(.36)

3-10



I1-¢

Table 3-4
Regression Results Using Expenditures on Oil and Gas

(t-values in parentheses)

Distance Years Overall
Regression No. (t-value) Income  Experience Constant R? F
1. Sites 0 to 75 miles from 579E-01 .258E-01 -467E-01 .834 .078 23.09
Residence (7.84) (1.72) (-1.679) (1.935)
2. Sites 0 to 150 miles from 39477E-01 .2527E-01 -.1069E-01 1.46 0717 33.016
Residence (9.71) (1.515) (-1.06) (3.29)
3. Sites 0 to 225 miles from .248E-01 2864E-01  .7488E-02 2.1665 .05 26.779
Residence (8.58) (1.63) (-.689) (4.75)
4. Sites greater than 225 miles -.326E-03 104 -.4035E-01 4.855 .03 3.21
from Residence (-.36E-01) (2.85) (-1.59) (1.827)
5. Sites 75 to 150 miles from .1015E-01 489E-01 -.0061 2.626 .028 19.267
Residence (6.42) (3.21) -.627) (6.71)
6. Sites 150 to 225 miles from -.372E-01 A423E-01 .952E-02 11.97 .0092 .798
Residence (-1.369) (.726) (.2335) (2.335)
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A third set of regression equations were estimated using total costs (travel and on-site)
divided by days at the site. These equations were estimated for comparison purposes and
as a consistency check. These estimates include expenditures at the site and are not
appropriate for use as travel costs. Still, these estimates are informative. The coeffi-
cient on the distance variable is still dimensioned in dollars per mile per day. Also, it is
possible that site expenditures may be related to distance. If a greater distance is
traveled, then more activities may be required to make the time spent at the site worth
the incremental travel costs. Although this hypothesis is weak theoretically and is
entirely dependent upon the marginal utility and cost of activities available at the site
visited, it is easily tested with this data. The results of these regressions are shown in
Table 3-5. Again, the coefficient on the distance variable was significant except for the
longer trips and declined in magnitude as trips of longer duration were included:

Distance Traveled to Site Estimated Total Costs (t-values)

0-75 17.0¢ per mile per day
(6.15)

0-150 16.1¢ per mile per day
(8.03)

0-225 10.9¢ per mile per day
(9.20)

greater than 225 4.6¢ per mile-day

(1.7)

Another result from the regressions presented in Table 3-5 worth noting is that income
was a more important variable for explaining total costs per day than for explaining
travel costs only. It seems intuitively plausible to have high recreation expenditures at
the site correlated with high individual incomes.

3.2.2 Estimated Travel Costs: Conclusions

The results of the travel cost estimation are encouraging and indicate that reasonable
estimates of travel costs to provide a fishing day can be obtained. As expected, these
costs tended to vary with the length of trip. In most travel cost models, the per mile
travel cost comes from a source such as the American Automobile Association’s pub-
lished estimates of average travel cost per mile. This travel cost per mile estimate
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Table 3-5

Regression Results Using Total Travel and Site Expenditure per day* as the Dependent Variable

(t-values in parentheses)

Distance Years Overall

Regression No. (t-value) Income Experience Constant R? F DF

1. Sites 0 to 75 miles from A7 .0136 -.066 3.57 .0676 13.91 576
Residence (6.15) (.232) (-2.08) (2.16)

2. Sites 0 to 150 miles from .0251 227 .089 11.01 .0216 378 517
Residence (1.58) (2.47) (1.41) (2.47)

3. Sites 0 to 225 miles from .0465 .294 .01 4.90 .0324 3.25 292
Residence (1.70) (2.64) (.1439) (.611)

4. Sites greater than 225 miles .654 1739 -.827E-03 10.56 .0305 20.33 1938
from Residence (6.78) (3.40) (-.0257) (8.95)

5. Sites 75 to 150 miles from 161 1107 -.22E-01 1.93 .065 22.45 955
Residence (8.03) (1.31) (-.4452) (.867)

6. Sites 150 to 225 miles from .1089 .1158 .0187 3.56 .0723 30.56 1176
Residence (9.20) (1.566) (.416) (1.856)

*Dependent Variable is the individual’'s total expenditures on travel to the site (includes gas and oil, food and lodging in
transit), plus the cost of lodging, food and activities at the site divided by the number of days spent at the site.
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poses problems due to the large variability in per mile costs that results from the varia-
bility in age and type of vehicles (compact cars as compared to Winnebagos).2 The esti-
mates obtained from the regression equations reported in this section are based on
reported expenditure data and, although subject to error, are probably no worse than
those used in other travel cost studies. These estimates may even be preferred in that
they may better represent the individual's perceived travel costs since they are based on
expenditure data supplied by the respondent; and, it is the perceived travel costs that
individuals use when making their site selections.

The estimation results are summarized in Table 3-6. The range of estimates for travel
costs per day for sites of different distances was quite narrow. The per mile total travel
costs ranged from 6.6 cents per mile per day for nearby sites (0 to 75 miles) to 4.4 cents
per mile per day as more distant sites were included in the sample (0 to 225 miles). The
estimates for only the oil and gas portion of travel costs were slightly less, ranging from
5.8 to 2.5 cents per mile per day.

3.3 TRAVEL COST MODEL ESTIMATION

Several different techniques were considered for use in estimating a relationship between
travel costs and fishing days. The data set available for use in this project is different
from the data sets typically used in travel cost models. To briefly review, the data set
contains information on individuals, the distances from the individuals’ home to each of
the 24 sites, and the number of days that the individual spent at each of the 24 sites.
The fewest number of individuals visiting any site was 30. In estimating the site demand
function, the typical travel cost model would only use data on individuals that have
actually visited the site. This would result in observations on a sample of 30 individuals
being available for the least visited site. However, using data on only those individuals
that have actually visited the site ignores a substantial amount of information, namely
the travel distance to the site and characteristics of the individuals that did not visit the
site. For many of these individuals, the price in terms of travel costs to sites not visited
may have been too high relative to the costs of visiting other sites. This information is
pertinent to the analysis and should not be omitted from the estimation. As a result, it is

2 For example, Vaugan and Russell (1982) use the AAA estimate of 7.62 cents per mile.
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Table 3-6

Summary of Estimated Expenditures per Mile per Day

(t-values in parentheses, units are cents per mile per fishing day)

Estimated Estimated
Estimated Total Oil and Gas Total Costs:

Distance to Site Travel Costs Travel Costs Only Travel and Site
0 to 75 miles 6.6 5.8 17.0
(8.11) (7.84) (6.15)
0 to 150 miles 5.5 3.9 16.1
(9.78) 9.71) (8.03)
0 to 225 miles! 4.4 2.5 10.9
(10.13) (8.58) (9.20)
Greater than 225 miles .05 -.003 4.6
(.34) (.36) 1.7)

! These travel cost estimates for trips of 0 to 225 miles were used in Chapter 5.0.
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desirable that the travel cost models for each site be estimated using the entire data
set. This would encompass those individuals in the sample that visited the site, as well as
those that did not.

A data set that contains observations on individuals who purchased the commodity (i.e.,
made a trip to the site), as well as on individuals who did not purchase the commodity, is
termed a “limited” data set.”> The data set is “limited” in that the dependent variable is
not observable over the entire range. In this case, the dependent variable is fishing days
at each site and is observable only when a trip to that site has been made. Therefore,
the dependent variable is observable only when it is greater than zero. The regression
model is:

D=BX+u; (3.1)

where "D" represents the number of days spent at the site. D is observed only if D > 0.
Therefore, the model is:

D =BX + u if BX + u > 0, which implies u > - BX
or (3.2)
D=0 ifBX+u<0

Applying ordinary least squares (OLS) regression techniques to only those observations
for which D > 0 results in biased estimates. The residuals in this equation will not satisfy
the OLS assumption that E(u) = 0. If some specific assumptions are made about the dis-
tribution of the residuals, then maximum likelihood techniques can be used to estimate
the parameters. If it is assumed that u has a normal distribution with mean zero and
variance 0'2, then the joint distribution of the observations is:

L= 1;‘; = F <‘“““D'L-§>Xk ) ’g F (=% BéL (33)

3 This discussion follows Maddala (1977), pp. 162-164.
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where 1(*) is the standard normal density function and F(*) is the cumulative normal
density. The first term corresponds to those individuals for which D; > 0 and therefore is
known. The second term corresponds to those individuals for which all that is known is
that Dii.o. The earliest application of this technique was by Tobin (1958).

The use of OLS techniques rather than the maximum likelihood techniques discussed
above will result in biased estimates of the coefficients. If OLS is applied to the data
and D; = 0 is used for those individuals who did not visit the site, there will be many non-
visitors with a resulting concentration of observations at D; = 0. The absence of any
negative Dy's in the sample will tend to keep the estimated regression equation above the
zero axis over the relevant range of the X’s, but it will also tend to flatten the estimated
curve. This results in the estimated number of days spent at the site being underesti-
mated for individuals with a low travel price (i.e., short distance between the site and
individual), and overestimated for individuals with a higher travel price.

A TOBIT procedure is recommended to correct for this bias. The TOBIT analysis takes
into account both the individual’s likelihood of visiting a given site and the number of
days spent at the site, given that the individual decides to visit the site. These two
values taken together can be used to calculate the expected value of days at each site
for each individual. The TOBIT procedures also produce consistent estimates of the
regression coefficients in equation 3.1. In this analysis, both TOBIT and OLS estimates
of the regression coefficients are derived and compared.

A separate travel cost equation for each of the 24 sites was estimated. In each case, the
dependent variable is the number of days spent at the site. The independent variables
were the distance to the site, the individual's income, and the individual’'s years of fishing
experience. Distance to the site rather than an actual travel cost estimate was used as
an independent variable to allow for easy sensitivity analysis around the estimated per
mile travel cost. If information on the marginal value of time (e.g. wage rates) across
the individuals in the sample had been available, then it might have been desirable to
include an estimate of actual travel costs and actual time costs to determine relative
influence of each cost on the willingness to take a trip. Since both the out-of-pocket
value of time components of travel costs are expressed on a per mile basis in this analy-
sis, using distance in miles as the independent variable provides the most general formu-
lation.
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Crocker et al., 1981) have been very low, an estimate that is biased on the high side, if
still found to be low, should provide useful policy information.

3.3.1 TOBIT Procedures Applied to Total Fishing Days

The TOBIT procedure in the SHAZAM econometric software package was used to esti-
mate the model. Table 3-7 presents the estimated regression coefficients obtained by
using this TOBIT procedure and total fishing days at a site as the dependent variable.
Table 3-7 shows that the distance variable was highly significant in most of the equa-
tions. The coefficients on the distance variable were significant at the 1 percent level in
eighteen out of the twenty-three estimated equations. The distance variable was not
significant or had the wrong sign in the equations for sites 10, 16 and 20.6 Inspection of
these sites showed that the total number of fishing days at these sites was in the lower
half of the data set. The coefficients on the income and the years of fishing experience
variables were generally not significant. The R-squares were low, typically varying
between .01 and .10 for those equations where the distance variable was significant.

While low, these R-squares are not atypical for travel cost models.”

The regression coefficients in the TOBIT model should be interpreted a little differently
than conventional OLS regression coefficients. In the TOBIT procedure, an index “I” is
created which is a function of the independent variables, I = XA; where A is a vector of
normalized coefficients:

I,=Ag + AXyp + Ap Xon + ..+ Ay Xyps (3.4)

where I, is the value of the index for the nth individual given the values of the X 's for
that individual. These A, normalized coefficients can be transformed into estimates of
the regression coefficients - the Bi's - by multiplying the Ai's by the calculated
standard error of the estimate:

6 Also, the equation for site 13 was not estimated due to an error in the program that
merged the distance data and the site characteristics data, the distances to site 13 were
inadvertently entered as zeros. The merging of the data sets involved two extremely
large data bases and was expensive. It was decided not to correct this error until it was
determined to be significant.

(7 For) example, see Brown and Mendelsohn (1984) and Desvousges, Smith and McGivney
1983).
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Table 3-7

Travel Cost Model Using Total Days as the Dependent Variable and
Estimated with a TOBIT Procedure
(t-values in parentheses)

Site # Distance Income Years Fishing Constant R2x
1 -.3946 -.0727 -.2661 -10.457 .083
(7.71) (.19) (1.20) (1.25)
2 -2752 -.4038 1052 -1.5800 077
(8.32) (1.67) (.88) (.26)
3 -.0780 1205 -.0302 -24.371 .0018
(3.52) (.76) (.30) (5.30)
4 -.1794 .0928 -.1008 -10.915 .035
(6.51) (.55) (.95) (2.58)
5 -.1772 -.1298 1254 -25.871 .06
(5.63) (.56) (5.63) (4.32)
6 -.8122 1421 -.8122 1.4610 074
(7.92) (.28) (7.92) (:11)
7 -.0726 .0843 -.0726 -26.931 .009
(2.40) (.53) (2.40) (5.22)
8 -.2350 .0969 -2350 -25.511 077
(5.72) (.40) (5.72) (3.59)
9 -2877 2334 4359 -38.819 079
(6.34) (.99) (2.90) (5.43)
10 1266 -.5379 1250 -53.252 .001
(2.62) (2.36) (1.14) (7.46)
11 -.0777 -.0304 .0038 -16.996 011
(3.38) (.26) (.05) (4.80)
12 -.1638 2017 -.0345 -41.044 .006
(3.18) (.84) (.23) (5.44)
14 -.1304 3542 1484 -31.192 013
(3.81) (2.47) (1.59) (5.77)
15 -.0842 .0903 .0363 -18.249 .007
(3.11) (.87) (.58) (4.73)

*Note: R? between observed and predicted values.
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Table 3-7

Travel Cost Model Using Total Days as the Dependent Variable and
Estimated with a TOBIT Procedure

(continued)

Site # Distance Income Years Fishing Constant Rz*

16 -.0024 -.2005 -.0432 -19.036 .0006
(:11) (1.75) (.73) (5.56)

17 -.1915 -.0731 -.0072 -26.19 1 .0119
(3.53) (.35) (.06) (3.65)

18 -.2301 .0944 -.0174 -55.70 1 .007
(3.07) (.28) (.09) (5.22)

19 -.3893 .6607 .0915 -9.9139 .058
(10.24) (4.75) (1.04) (2.21)

20 .0543 -.1903 2764 -68.586 .004
(1.12) (.66) (1.78) (7.94)

21 -.1912 -.0816 1727 -27.370 0117
(4.25) (.43) (1.59) (4.41)

22 -.3626 -.0584 -.0794 .2548 .038
(6.62) (.37) (.90) (.05)

23 -.4553 -.1374 .1884 1.6300 .098
(10.85 (.95) (2.31) (.38)

24 -.3262 .0428 -.0935 1331 .027
(10.04) (.32) (1.22) (.03)

Note: R2 between observed and predicted values.




Figure 3-1
Expected Rel ationship Between the OLS Estimates, TOBIT
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o o’is the standard error of the dependent variable;

) f () and F (*) are the marginal and cumulative normal density func-
tions.

As is shown in Figure 3-1, this method of calculating the expected value locus results in a
nonlinear relationship. The expected value locus will always be above the TOBIT maxi-
mum likelihood equation (i.e., segment AC). At the left where the probabilities of visit-
Ing a site are high, the expected value locus will approach AC asymptotically. At the
right where the probability of visiting a site approaches zero, the expected value locus
will approach the line segment CD, which will be the horizontal axis in cases where the
limiting value is zero.

Given the above explanation, some further analysis of certain peculiarities of the TOBIT
regression results are possible. An examination of the coefficients estimated for site 1
in Table 3-7 shows that all of the coefficients are negative. This fact combined with the
realization that the values of all the independent variables are positive results in any
predicted number of fishing days from this model being negative. However, this result is
consistent with the TOBIT interpretation presented above. There are two factors that
must be considered when interpreting this outcome. First, the regression coefficients
are used to calculate an index that in turn is used to calculate the probability of an
individual taking a trip. This index is positive whenever the probability of taking a trip
exceeds fifty percent and is negative whenever the probability is less than fifty per-
cent.? This result for site 1 indicates that the probability of any one individual taking a
fishing trip to that particular site is less than .5; however, the expected value for fishing
days will still be positive. This outcome is illustrated in Figure 3-16.10 A second point
that should be considered when interpreting the TOBIT coefficients for site 1 is the large
standard errors of the coefficients on the non-distance variables. These make the actual
intercept in Figure 3-1 very uncertain.

? See Tobin (1958), page 34 and Goldsmith (1983) footnote 19, page 39.

10 A similar result was found by Deegan and White (1976) where their TOBIT regression
coefficients only yielded negative values for the dependent variable over the entire range
of X;, with the other X; held constant at their means.
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3.3.2 Ordinary Least Squares Applied to Total Fishing Days

In spite of the fact that OLS estimates are biased, it was felt that applying OLS to the
data sets could provide useful information on the strength of the relationship between
fishing days and distance to the site. Also, the OLS estimates would provide a useful
point of comparison since there is an explicit theoretic prior expectation of the relative
magnitudes of the OLS and TOBIT regression coefficients.

The OLS estimates are presented in Table 3-8. As in the TOBIT analysis, only sites
requiring trips of less than 225 miles one way were included in the data set. The results
in Table 3-8 show that the distance variable was highly significant variable in most of the
equations. The coefficients on the distance variable were significant at the 1 percent
level in eighteen out of the twenty-three estimated equations. The distance variable was
not significant for sites 3, 10, 12, 16 and 20. The income and the years of fishing
experience variables were generally not significant. The R-squares were low, typically
varying between .01 and .06 for those equations where the distance variable was signifi-
cant.

Comparing the OLS results to the TOBIT results, the magnitudes of the coefficients con-
form to theoretic expectations. The absolute magnitudes of the TOBIT coefficients are
greater than the OLS estimated coefficients. Also, the calculated t-values and R-
squares were higher for the TOBIT equations.

3.4 SECOND STAGE ANALYSIS OF THE CHARACTERISTICS OF FISHING SITES

The coefficients of a travel cost model using both TOBIT and OLS procedures were esti-
mated in Section 3.3. As was discussed in Chapter 1.0, these travel cost models do not
explicitly take into account site characteristics. Travel cost models do estimate the
travel and time costs that an individual is willing to pay to visit a site. These willing-
ness-to-pay amounts can be calculated from the coefficients on the independent var-
iables in the visitation equation for each site. It seems likely that sites with more
desirable recreational characteristics, such as fishing opportunities and catch rate, would
attract fishermen from further distances. This fact should show up in the relative mag-
nitudes of the estimated coefficients on the distance variable in the site equations. Also,
the participation models estimated in Section 3.1 showed the number of visitor days to be
positively related to site characteristics such as acres of ponds and total catch rate.
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Table 3-8

Travel Cost Model Using Total Days as the Dependent Variable and
Estimated by Ordinary Least Squares
(t-values in parentheses)

Site # Distance Income Years Fishing Intercept R?

1 -.0158 -.0066 -.0139 3.3441 0468
(6.72) (.41) (1.48) (6.26)

2 -.0178 -.0254 0075 3.3922 0445
(6.45) (1.84) (.93) (6.77)

3 -.0012 -.0027 .0008 4533 .0012
(1.02) (.32) (.16) (1.73)

4 -.0076 0036 -.0007 1.21 033
(5.92) (.52) (.18) (5.43)

5 -.0133 -.0074 0114 2.0050 0369
(6.06) (.57) (1.52) (5.00)

6 -.0235 -.0047 .0082 3.4523 .0303
(5.60) (.23) (.69) (#.91)

7 -0104 -.0060 0157 1.5810 0155
(3.51) (.25) (1.89) (3.23)

8 -.0347 -.0065 0014 5.5683 0436
(6.76) (.25) (.09) (6.64)

9 -.0168 -.0082 0174 2.0850 .0355
(5.82) (.57) (2.07) (4.62)

10 .0052 -0167 .0109 -.1924 004l
(1.18) (1.28) (1.43) (.36)

11 -.0040 -.0021 -0016 75 0118
(3.38) (.37) (.49) (4.13)

12 -.0064 -.0048 -.0076 1.4612 .0031
(1.59) (.26) (.70) (2.46)

13 NA NA NA NA NA

14 -.0157 .0088 0112 1.9952 0172
(3.96) (.58) (1.27) (3.33)

15 -.0091 .0050 -.0019 1.32 . 0113
(3.40) (.63) (.&1) (3.83)

16 -.0010 0.0054 -.0005 4222 0014

(.58) (1.00) (.16) (1.82)
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Table 3-8

Travel Cost Model Using Total Days as the Dependent Variable and
Estimated by Ordinary Least Squares

(t-values are in parentheses)

(continued)
Site # Distance Income Years Fishing Intercept RZ
17 -0182 -0158 0058 2.4106 0102
(2.94) (.98) (.61) (3.33)
18 -0229 -.0033 0257 2.1425 0126
(3.19) (.13) (1.68) (2.35)
19 -.0439 0717 0335 3.9322 0493
(6.63) (2.44) (1.94) (4.23)
20 0022 -.0093 0126 -1677 0062
(1.08) (.93) (2.15) (.55)
21 -0137 -.0310 0281 1.9496 0152
(2.64) (1.59) (2.44) (2.74)
22 -0180 -0153 -.0023 2.3041 0291
(5.38) (1.43) (.36) (5.79)
23 -.0486 -.0719 0248 6.5322 0579
(7.56) (2.27) (1.33) (6.93)
24 -.0316 =0155 -.0156 5.2824 029
(5.52) (.53) (.91) (6.15)
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This section presents the results from regressing the coefficients from each site equation
on selected characteristics of that site. Two site characteristics were used: fishable
acreage and total catch rate. The equation that was estimated is shown below:

Blj = AO + Al (Acres)j + AZ (Catch Rate)j

where Bij is the ith parameter (either a coefficient or intercept from the jth site equa-
tion. Two parameters were used as the dependent variable in this second stage. The
first was the coefficient on the distance variable (i.e., Blj)’ the second was the inter-

cept. The demand curve intercept was defined as:
sz (Mean Income Value) + B3j (Mean Experience Value) + B,”-.

This composite variable represents the intercept of a demand equation relating fishing
days to distance, holding the other variables constant at their mean values. It would
have been possible to estimate each coefficient and intercept as a function of the site
characteristics; however, the income and experience variables were not significant in
most of the site equations. As a result, these coefficient estimates have large standard
errors and, at best, are imprecisely estimated. This would make statistically significant
estimates of the effects of the site characteristic levels on these coefficients unlikely
and the results hard to interpret. Given this situation, only the above composite inter-
cept was regressed against site characteristics.}!  Since this intercept is the actual
demand curve intercept, this was felt to be appropriate.

The results of regressing both the coefficient on the distance variable and the intercept
against two site characteristics - net park areas and total catch rate -- are shown in
Table 3-9a. In addition to that specification two other specifications were estimated.
The results of these are shown in Table 3-9b. The generalized least squares procedure
discussed in Chapter 1 was used in both instances. Table 3-10 presents similar GLS esti-
mated equations for the parameters from the OLS estimated travel cost equations.

In Tables 3-9 and 3-10, the site characteristics have t-values that are small. Still, a t-
value of 1.27 is significant at the 10 percent level for a one-tailed test and 20 percent

11 No attempt was made to regress the individual coefficients on income and experience
against the site characteristics. Only this composite intercept was regressed.
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Table 3-9

from the Total Fishing Day Equations

Second Stage GLS Runs on the TOBIT Estimated Parameters

(t-values)

a. Base Equations
Dependent Net Total 2
Variable Park Acres Catch Rate Constant R
Coefficient on -.692 x 1072 -.007 -116 161
Distance Variable (1.80) (1.01) (-1.27)
Intercept .597 x 1073 4.81 45.01 225

(1.27) (2.47) (10.15)
b. Additional Trial Specifications

Acres less Warm Two Total
Dependent than 1500 feet Water Story Catch 2
Variable Elevation Acres Acres Rate Constant R
Coefficient -.519 + 107 -.0056 -129  .108
or Distance (1.36) (.2907) (1.89)
Variable )
Intercept 623x 1072 211 +60>  3.07 32,04 134
(1.38) (.449) (1.13) (3.15)
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Table 3-10

GLS Runs on the OLS Parameters
from the Total Day Equations

Dependent Net Total

Variable Park Acres Catch Rate Constant R2

Coefficient on -.852x 1076 ~254 x 1072 +.583 x 1072 178

the Distance (1.91) (1.48) (.797)

Variable

Intercept 135 + 10 % 253 740 x 1071 235
(2.44) (1.04) (.072)
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for a two-tailed test. Although they are not significant at the highest levels (e.g. 1 per-
cent), these estimates represent the best information currently available and meet
modest statistical criteria.

3.5 TRAVEL COST MODEL ESTIMATES: CONCLUSIONS

The statistical results presented in this section show a strong relationship between visitor
days at a site and the travel distance to the site. The analyses performed to date provide
estimates that can be used to estimate the consumer surplus derived from each fishing
site; however, only the most basic specifications have been estimated and additional
analyses certainly would be desirable.

There are several specific areas where additional analysis could prove beneficial. One of
these would be the examination of alternative functional forms including semi-log and
Box-Cox specifications. A second issue warranting additional analysis would be the
opportunity cost of time. To examine this second issue, an estimate of the individual’s
marginal valuation of time is needed. Most often, the individual's wage rate is used as an
estimate of the value of time. Unfortunately, the Anglers’ Survey does not include
information on the individual's wage. It would be possible, however, to perform an analy-
sis similar to that contained in Section 7.4 of Desvousges, Smith and McGivney (1983).

Desvousges et al. used a model that predicts the wage rate given the individual’'s annual
income, occupation and related characteristics. Desvousges et al. found the variation in

estimated wage rates from the mean wage level to be approximately 50 percent. 12

Given the potential magnitude of other errors in the model, the error due to not captur-
ing differences in individual's marginal valuation of time does not seem overwhelming,
but it also should not be minimized. The present formulation of the model where
distance rather than a specific travel cost is entered into the model allows alternative
cost per mile values to be calculated using varying travel and time costs.

1Z The mean wage was $5.44 per hour. The low wage was $2.75 for female farmers and
the high was $7.89 for male professional workers.
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Another important issue concerns the current inability to estimate a separate model for
brook trout fishing days. The TOBIT procedures applied to brook trout fishing days failed
to converge on a set of coefficients for most of the sites because of too few non-zero
observations. This possibly could be remedied by redefining the sites and using alterna-
tive numerical techniques. Since the brook trout fish population is the fishery most

threatened by acid deposition, a separately estimated brook trout travel cost model could
be useful.
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40 RECREATIONAL FISHING RESOURCE VALUATION

There are several procedures that can be used to provide estimates of the value of dam-
ages (i.e., reduced benefits) to recreational fishing in the Adirondacks from current
levels of acidification. Section 3.3 discussed the relationships between demand curves
based on OLS estimated regression coefficients, TOBIT estimated regression coeffi-
cients, and the expected value locus calculated from the TOBIT coefficients. A con-
sumer surplus estimate associated with each of the sites can be calculated using each of
these demand curves. Of these three options, the most appropriate curve to use for
estimating the consumer surplus is the TOBIT based expected value locus, since this
estimate takes into account both the probability of visiting the site and the estimated
number of days at a site given that a trip is taken. In addition to the travel cost model,
estimates of damages from acidification can be derived from the participation model
presented in Section 3.1.

The reduction in benefits due to the effects of acidification can be estimated by examin-
ing the difference between the consumer surplus estimates in the current state and the

pristine, pre-acidification state.!

Figure 4-1 illustrates this benefits calculation. The
shaded area in Figure 4-1 is a measure of the dollar value of the damages that have re-

sulted from acidification.

4.1 ESTIMATE OF DAMAGES FROM ACIDIFICATION USING THE TRAVEL COST
MODEL

Estimates of the value of each site, using the travel cost model results, were obtained by
using the routine in the SHAZAM econometrics software package that produces the ex-
pected value locus. These expected value curves were estimated holding the values of

! This consumer surplus measure is termed the Marshallian consumer surplus. It is not a
perfect welfare measure, but it is an adequate approximation for this application. Other
consumer surplus measures are available, but Freeman (1979) concludes that the differ-
ences among these measures are “small and almost trivial for most realistic cases.”
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Figure 4-1
Measurement of the Reduction in Consumer Surplus
Resulting from Acidification

Quantity
(Fishing
Days)

P Price
(Travel Cost)

o DC is the demand curve in the current situation where acidification has reduced the
fishing opportunities available at the site.

0 D, is the demand curve given that there is no acidification.

o ACS is the change (i.e., reduction) in consumer surplus due to acidification.
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the income variable and fishing experience variable constant at the means of the sam-
ple. This resulted in a schedule for each site that shows the increase (decrease) in the
expected number of fishing days the “average” individual would spend at a site as his
distance from the site decreases (increases), other things held constant.

The estimated total willingness to pay and consumer surplus for each site is shown in
Table 4-1. These are based on an out-of-pocket travel cost estimate of 4.4 cents per
mile (from Table 3-6) and an opportunity of time cost of 9.06 cents per mile. The time
cost was based on an assumed average driving speed of 40 miles per hour, and the de-
flated mean hourly wage of a sample of fishermen from Desvousges et. al. (1983). The
time cost was calculated as being two thirds of the wage rate to reflect the fact that
some individuals may obtain some enjoyment from the drive and, therefore, time in tran-
sit should not be valued at the full wage rate. Table 4-1 shows the value for the current
recreational fishing experience in the Adirondacks to be 261 million dollars per year.

The next step in the analysis is to obtain an estimate of the losses that may have resulted
from current levels of acidification. The second stage equations (shown in Table 3-9)
that regressed the TOBIT regression coefficient on the characteristics of the sites can be
used to show how the value of the resource has changed due to increased acidification.
These estimates are based on analyses conducted by Dr. Joan Baker as part of the
National Acid Precipitation Assessment Program (NAPAP). These estimates are based
on research that is still in progress.2 Table 4-2 shows some sites to have experienced
greater levels of acidification than other sites. This is due to a number of factors which
may include differing amounts of acid deposition and varying susceptibility of the lakes
in a site.

The reductions in fishing opportunities shown in Table 4-2 can be translated into an esti-
mated economic loss by using the site characteristic equations from Table 3-9. These
characteristic equations can be used to calculate how the TOBIT estimated regression
coefficients change as a result of these site characteristic changes. The new TOBIT
regression coefficients are then used to estimate a new expected value locus. New will-
ingness-to-pay estimates can be calculated from these new curves. The difference be-

2 Caveats to these estimates are presented in the Appendix.
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Table 4-1
Current Values Per Year For
Recreational Fishing in the Adirondacks

Total
Total Willingness Consumer
1 Consumer Willingness To Pay Per Surplus Per
Site Expenditure Surplus To Pay Fishing Day Fishing Day

1 7,294.5 3,033.0 10,327.5 107 31

2 8,483.8 2,912.6 11,396.4 104 26

3 4,157.5 1,267.5 5,425.0 118 27

4 3,228.4 1,489.8 4,718.2 97 31

5 5,870.5 2,5104 8,380.9 98 29

6 6,586.6 4,038.1 10,624.7 105 40

7 7,784.2 4,373.6 12,157.8 107 38

8 13,615.6 6,334.5 19,950.1 96 30

9 5,679.1 2,934.3 8,613.4 % 32

10 (%) (%) (¥ (%)

11 2,415.6 1,147.1 3,562.7 75 24

12 6,569.0 3,698.7 10,267.7 103 37

13 N.A. N.A. N.A. N.A. N.A.

14 7,557.9 3,054.7 10,612.6 80 23

15 4,417.9 2,120.4 6,538.3 75 24

16 2,610.1 2,082.4 4,692.5 - 88 39

17 5,649.7 2,181.0 7,830.7 66 18

18 7,469.4 3,785.0 11,2544 64 21

19 18,583.9 10,285.3 28,869.2 79 28

20 (%) (*) (%) (*) (%)

21 8,381.9 3,982.7 12,864.6 71 22

22 3,691.4 3,053.6 6,745.0 78 35

23 18,429.6 17,460.4 35,890.0 85 41

24 16,657.0 13,400.6 30,057.6 81 36

TOTAL 165,580.3 95,146.1 260,726.4 85 31

1 Thousands of 198% dollars per year

* These sites had a positive coefficient on the travel cost variable.
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Table 4-2
Losses of Fishable Areas of Lakes Due to Acidification

Percent Reduction

Moderate Loss Estimate High Loss Estimate
Site Total Acreage (km?2) Scenario 1 Scenario 2

1 27.023 0.0 0.0

2 (¥ (used site 6 estimates)

3 61.510 1% 4.3%
4 22.595 2.2% 32.0%
) 28.126 J1% A%
6 7.008 5.3% 10.6%
7 145.445 2% 8.6%
8 16.591 1.0% 19.5%
9 23,404 3% 3%
10 55.165 0.0 16.7%
11 12.545 5.1% 10.4%
12 22.146 2% 32.0%
13 71.019 17.7% 21.3%
14 25.750 7.5% 7.5%
15 39.235 2% 2%
16 14.529 2% 2.7%
17 36.319 5% 3.4%
18 30.654 1.1% 3.3%
19 4.654 0.0 0.0
20 62.679 12.0% 27.7%
21 27.265 6% 7.4%
22 17.411 20.2% 28.3%
23 125.79 0.0 0.0
24 * (used site 23 estimates)

* These sites lie outside the Adirondack Park boundaries. Dr. Baker's data set did not
have information on these sites.
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tween the original willingness-to-pay or consumer surplus estimates represents the
change in the value of the experience due to the change in characteristics; in this case,
fishable acres of water.

Two site characteristics were incorporated in the TOBIT analyses presented in Section
3.4. They were net fishable acres and the catch rate in the remaining fishable acres at
that site.> It was assumed that the percentage change in net fishable acres due to acidi-
fication is the same as the percentage change in total fishable acres estimated by Dr.
Baker. How acidification at these levels influences the catch rate at a site is unknown.
As a result, several assumptions regarding the catch rate were made. Tables 4-3 and 4-4
show how the value of the recreational fishing resource changes assuming that the catch
rate is unaffected by whatever acidification has occurred. Tables 4-5 and 4-6 assume
that acidification reduces the average catch rate experienced by fishermen at the site by
the same proportion as fishable acres. The resource value changes presented in Tables
4-3 through 4-4 can be summarized as follows:

1)  The estimated current value of the recreational fishing sites in terms
of total willingness to pay is 260.7 million dollars per year. The esti-
mated current consumer surplus is 95.1 million dollars.

2) Using the moderate acreage loss estimate and assuming no change in
catch rates, acidification is estimated to have resulted in a decline in
the resource value of 1.8 million dollars per year and reduced con-
sumer surplus of .7 million dollars per year.

3) Using the high acreage loss estimate and assuming no change in catch
rates, acidification is estimated to have resulted in a decline in the
resource value of 10.4 million dollars per year and a reduced con-
sumer surplus of 4.6 million dollars per year.

3 Estimates were available for the amount of lake area that would no longer support a
fish population, but catch rates at remaining fishable lake acreage might also be reduced
by acidification.




Table 4-3

Energy and Resource Consultants, Inc.

Valuation of Resource Losses Due to Acidification:
Moderate Acreage Loss Scenario

($x 103 per year, 1984 dollars)

Willingness Consumer
Current to Pay Current Surplus
Willingess Given No Consumer Given No
Site To Pay Acidification Losses Surplus Acidification Losses
1 10,330 10,330 0 3,030 3,030 0
2 11,400 11,570 170 2,910 2,960 50
3 5,420 6,150 730 1,270 1,470 200
4 4,720 4,360 140 1,490 1,540 50
5 8,380 8,380 0 2,510 2,510 0
6 10,620 10,930 310 4,040 4,160 120
7 12,160 12,190 30 4,370 4,390 20
8 19,950 19,970 20 6,330 6,340 10
9 8,610 8,620 10 2,930 2,940 10
10 (%) (*) (%) (*) (%) (%)
11 3,560 3,570 10 1,150 1,160 10
12 10,270 10,270 0 3,700 3,700 0
13 N.A. N.A. N.A. N.A. N.A. N.A.
14 10,610 10,760 150 3,050 3,100 50
15 6,540 6,600 60 2,120 2,140 20
16 4,690 4,690 0 2,080 2,080 0
17 7,830 7,850 20 2,180 2,190 10
18 11,250 11,270 20 3,780 3,790 10
19 28,870 28,870 0 10,280 10,280 0
20 (%) (*) (*) (%) (*) (%)
21 12,860 12,900 40 3,980 3,990 10
22 6,740 7,140 400 3,050 3,240 190
23 35,890 35,890 0 17,460 17,460 0
24 30,060 30,060 9 13,400 13,400 9
TOTALS 260,700 262,530 1,830 95,150 95,880 730

* These sites had a positive coefficient on the travel cost variable.
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Table 4-4

Valuation of Resource Losses Due to Acidification:
High Acreage Loss Scenario

$x 103 per year, 1984 dollars)

Willingness Consumer
Current to Pay Current Surplus
Willingess Given No Consumer Given No
Site To Pay Acidification Losses Surplus Acidification Losses
1 10,330 10,330 0 3,030 3,030 0
2 11,400 13,030 1630 2,910 3,400 490
3 5,420 6,190 770 1,270 1,490 220
4 4,720 5,670 950 1,490 1,850 360
5 8,380 8,380 0 2,510 2,510 0
6 10,620 10,980 360 4,040 4,180 140
7 12,160 13,320 1,160 4,370 4,830 460
8 19,950 22,240 2,290 6,330 7,150 820
9 8,610 8,620 10 2,930 2,940 10
10 (%) (%) (%) (%) (%) (*)
11 3,560 3,600 40 1,150 1,160 10
12 10,270 10,940 670 3,700 3,960 260
13 N.A. N.A. N.A. N.A. N.A. N.A.
14 10,610 10,760 150 3,050 3,100 50
15 6,540 6,600 60 2,120 2,140 20
16 4,690 4,790 100 2,080 2,130 50
17 7,830 7,920 90 2,130 2,200 20
18 11,250 11,280 30 3,780 3,800 20
19 28,870 28,870 0 10,280 10,280 0
20 (%) (%) (%) (%) (*) (%)
21 12,860 13,180 320 3,980 4,080 100
22 6,740 7,290 550 3,050 3,320 270
23 35,890 35,890 0 17,460 17,460 0
24 30,060 30,060 [} 13,400 13,400 0
TOTALS 260,700 271,180 10,480 (4.0) 99,700 4,550(4.7)

* These sites had a positive coefficient on the travel cost variable.
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Table 4-5

Valuation of Resource Losses Due to Acidification:
Moderate Acreage and Catch Rate Loss Scenario

($ x 103 per year, 1984 dollars)
P

Willingness Consumer
Current to Pay Current Surplus
Willingess Given No Consumer Given No
Site To Pay Acidification Losses Surplus Acidification Losses

1 10,330 10,330 0 3,030 3,030 0

2 11,400 13,410 2010 2,910 3,540 630
3 5,420 7,740 2320 1,270 2,080 810
4 4,720 5,210 490 1,490 1,870 380
5 8,380 8,390 10 2,510 2,520 10
6 10,620 11,740 1120 4,040 4,510 470
7 12,160 12,200 40 4,370 4,390 20
8 19,950 20,230 280 6,330 6,430 100
9 8,610 8,640 30 2,930 2,940 10
10 (® (*) (%) (%) (*) (%)
11 3,560 3,970 410 1,150 1,290 140
12 10,270 10,270 0 3,700 3,700 0
13 N.A. N.A. N.A. N.A. N.A. N.A.
14 10,610 22,430 710 3,050 3,230 180
15 6,540 6,620 80 2,120 2,150 30
16 4,690 4,720 30 2,080 2,090 10
17 7,330 7,870 40 2,180 2,190 10
18 11,250 11,310 60 3,780 3,810 30
19 28,370 28,370 0 10,280 10,280 0
20 (*) &) * * () (%
21 12,860 12,930 70 3,980 4,000 20
22 6,740 9,530 2,790 3,050 4,630 1,580
23 35,890 35,890 0 17,460 17,460 0
24 30,060 30,060 0 13,400 13,400 0

TOTALS 260,700 271,130 10,480 100,010 4,860

* These sites had a positive coefficient on the travel cost variable.
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Table 4-6

Valuation of Resource Losses Due to Acidification:
High Acreage and Catch Rate Loss Scenario

($x 103 per year, 1984 dollars)

Willingness Consumer
Current to Pay Current Surplus
Willingess Given No Consumer Given No
Site To Pay Acidification Losses Surplus Acidification Losses
1 10,330 10,330 0 3,030 3,030 0
2 11,400 15,770 4,370 2,910 4,320 1,410
3 5,420 8,140 2,720 1,270 2,280 1,010
4 4,720 7,760 3,040 1,490 3,200 1,710
5 8,380 8,380 10 2,510 2,510 0
6 10,620 12,910 2,290 4,040 5,060 1,020
7 12,160 13,520 1,359 4,370 4,920 550
8 19,950 22,860 2,910 6,330 7,400 1,070
9 8,610 8,690 80 2,930 2,940 10
10 (¥) (%) (%) (%) (%) (*)
11 3,560 4,400 840 1,150 1,470 320
12 10,270 13,280 3010 3,700 5,000 1,300
13 N.A. N.A. N.A. N.A. N.A. N.A.
14 10,610 11,320 710 3,050 3,230 180
15 6,540 6,620 80 2,120 2,150 30
16 4,690 5,050 360 2,080 2,250 170
17 7,830 8,070 240 2,180 2,250 70
18 11,250 11,440 190 3,780 3,850 70
19 28,870 28,870 0 10,280 10,280 0
20 (%) (%) (* (*) (*) (¥)
21 12,860 13,550 690 3,980 4,210 230
22 6,740 10,780 4,040 3,050 5,510 2,460
23 35,890 35,890 0 17,460 17,460 0
24 30,060 30,060 ] 13,400 13,400 0
TOTALS 260,700 287,900 27,200 95,150 107,190 12,040

* These sites had a positive coefficient on the travel cost variable.
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4)  Using the moderate acreage loss estimate and assuming that the
catch rate declines proportionately, the estimated decline in the
resource value is 11.8 million dollars per year and the loss of con-
sumer surplus is 4.9 million dollars.

5) Using the high acreage loss estimate and assuming a proportionate
change in catch rate, the estimated decline in the resource value is
27.2 million dollars and the loss in consumer surplus is 12.0 million
dollars.

There are a number of factors that must be considered when interpreting these results.
First, the correct measure of benefits for use in a benefit-cost analysis of acid deposition
is the change in consumer surplus. Second, the data set used in the analysis only includes
information on visits to lakes. Streams in the Adirondacks were not examined due to the
lack of data on the characteristics of the streams and uncertainty in the actual fishing
location. Data in the Anglers Survey indicated that approximately one third of fishing
trips listed a stream as the final destination.

Third, sites 10, 13 and 20 were not assigned a value. Site 13 was not valued due to an
error in the computer program that combined the data in the Anglers Survey and the
Ponded Waters Survey. There were not adequate resources available to go back and cor-
rect this error. Sites 10 and 20 had the wrong sign on the coefficients on the travel cost
variables. As a result, willingness-to-pay estimates for these sites were not available
from the statistical analysis. These sites certainly have some value. An examination of
the data presented in Table 4-2 shows each of these sites is susceptible to acidification
with the high estimates of fishable acreage losses being 16.7 percent, 21.3 percent, and
27.7 percent respectively. Thus, the exclusion of these sites in the value estimates con-
tained in this draft report biases the estimated effects of acidification downward.

Fourth, the travel cost model in its present version does not explicitly take into account
the substitutability of fishing sites. This will tend to result in estimates of losses that
are overstated. See Section 4.3 for a more complete discussion of this point.

Fifth, the travel cost analysis considered only trips that have a one-way distance of 225

miles or less. This was done to avoid including multi-purpose trips where fishing may not
have been the primary reason for the trip. The inclusion of these trips would have biased
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the estimates and made the results uninterpretable. Still, these trips represent fishing
days spent at the site which have value. In scaling the sample estimates up to a popula-
tion estimate, it was assumed that fishing days from trips of distances greater than 225
miles resulted in the same consumer surplus as shorter trips. The actual consumer sur-
plus resulting from fishing days taken as part of a multi-purpose trip could be either
greater or smaller than that estimated from the shorter trips. Still, over 70 percent of
the fishing days were from trips of less than 225 miles.

4.2 ESTIMATING THE DAMAGES FROM ACIDIFICATION USING THE PARTICIPATION
MODEL

As a final piece of analysis, the participation model developed in Section 4.1 can be used
in conjunction with the resource value estimates from Table 4-1 to estimate the damages
from acidification. The participation model found a robust relationship between the
number of fishing days spent at a site and fishing opportunities measured by fishable
acreage and fishing success measured by the total catch rate. Equation 3 from Table 3-1
presents the estimated relationship between fishing days and a site’s fishable acreage and
catch rate:

Fishing Days = .0978 (Net Park Acres) + 199.4 (Catch Rate) + intercept
(5.66) (1.97)

The R-square for this equation was .615. The moderate loss due to acidification scenario
from Table 4-2 resulted in an average reduction in fishable acreage of 3.2 percent and
the high loss scenario resulted in an average acreage reduction of 10 percent. The mean
values across all sites for net park acres and catch are 7420 and 3.47 respectively. Using
these mean values to represent the average site, the effect of acidification on total fish-
ing days for this average site can be calculated. Then, the average willingness to pay
($85) and consumer surplus ($31) per fishing day from the travel cost model (see Table
4-1) can be used to calculate an estimate of damages. Four scenarios are evaluated.

Scenario 1 - Assuming moderate acreage losses and no change in catch
rate, a reduction of 56,000 fishing days across all site - is estimated.
Losses in terms of willingness to pay and consumer surplus is 4.8 and 1.7
million dollars per year respectively.
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Scenario 2 -- Assuming high acreage losses and no change in catch rate, a
reduction of 173,000 fishing days across all sites is estimated. Losses in
terms of willingness to pay and consumer surplus is 14.7 and 5.4 million
dollars per year respectively.

Scenario 3 -- Assuming moderate acreage losses and a proportionate change
in catch rate, a reduction of 109,000 fishing days is estimated. Losses in
terms of willingness to pay and consumer surplus is 9.3 and 3.4 million
dollars per year respectively.

Scenario 4 -- Assuming high acreage losses and a proportionate change in
catch rate, a reduction of 340,000 fishing days across all sites is esti-
mated. Losses in terms of willingness to pay and consumer surplus is 28.9
and 10.5 million dollars per year respectively.

4.3 COMPARISON OF PARTICIPATION MODEL AND TRAVEL COST MODEL
ESTIMATES OF DAMAGES

The damage estimates derived in terms of reduced consumer surplus from both the travel
cost model and participation model are presented in Table 4-7. The estimates derived
from the two models are quite similar in magnitude. There is no clear reason to prefer
one set of estimates over the other. The use of average values in the participation model
poses some problems, but are reasonable approximations for the modest changes in site
characteristics examined in this study. One favorable attribute of the participation
model results was the robust statistical relationship that was found between fishing days
and site attributes. The statistical relationship found in the second stage of the varying
coefficient travel cost model was less robust.
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Table 4-7
Estimates of Damages Resulting from Acidification
($ x 10% per year; in 1984 dollars)

Estimated Estimated
Assumed Consumer Surplus Consumer Surplus
Acidification Losses from the Losses from the
Scenario Travel Cost Model Participation Model
Moderate acreage losses and T 1.7
no change in catch rate
High acreage losses and 4.6 5.4
no change in catch rate
Moderate acreage losses and 4.9 3.4
proportionate changes in
catch rate
High acreage losses and 12.0 10.5
proportionate changes in
catch rate
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Introduction

There is a large and growing literature on recreational demand modelling. A
topic which has, of late, received particular attention in this literature is the
modelling of the demand for systems of alternative sites, as compared with the more
traditional single site modelling approaches. The multiple site models are
frequently complex, diverging from simple intuitive extensions of the single site
model, They are also diverse, and this together with their complexity makes
assessment and comparison of models and results difficult. While problems in the
theory and application of single site models remain, most practitioners understand
these models and their inherent problems and can apply them with a cautious
confidence. In contrast, multiple site models are difficult to sort out, to
interpret and to estimate.

In this paper, we first explore the reasons why multiple site models have been
developed and outline a number of the approaches which have been used. We then
assess these models with a specific criteria in mind: how well do they account for
the specific nature of benefit changes in a multiple site framework? Using a common

data set, we demonstrate a few of the estimation techniques.

Why Multiple Site Modelling?

A Review of Approaches with Trip Allocation and Site Valuation Motivations

The long list of models which treat multiple sites can be subdivided into three
categories: (a) those which are used primarily to explain the allocation of visits
among alternative sites; (b) those which may explain allocation, but also value the
addition of a new site; and (c¢) those which focus on the valuation of site
characteristics. The models in (a) and (b) often include site characteristics as
explanatory variables but do not always facilitate the valuation of characteristics.

Some, but not all, of those in (c) also explain trip allocation decisions.



One of the first treatments of multiple sites was in the context of zonal trip
allocation models. In 1969 Cesario suggested the use of these gravity models for the
specific purpose of explaining the allocation of trips from each zone to alternative
sites. In these models visits between a zone and a site were explained on the basis
of zonal and site characteristics and distance, with one set of parameters estimated
for all combinations of zones and origins. For the most part such models have been
used Simply to estimate demand and predict use rates. Freund and Wilson (1974)
provided one of the most careful applications of this approach in a study of
recreation travel and participation in Texas.

In their 1975 paper Cesario and Knetsch extended the gravity model so that the

trips equation for zone i visitors to site j included a factor reflecting "competing
opportunities” provided by all other sites. presumably this made more explicit the
substitutability among sites. These authors also introduced the possibility of using
gravity models for benefit measurement. Including travel cost (time and money costs)
instead of distance, Cesario and Knetsch proceeded to treat the zonal visits
equations as demand curves and take areas behind these curves as measures of consumer
surplus.

The use of gravity models for benefit estimation has been limited, culminating
in a rather complex paper by Sutherland published in 1982. Unlike his predecessors,
Sutherland obtained predictions of individual's behavior rather than simply zonal
aggregates. The model had four components which, while inextricably linked, were
estimated independently. Each zone's demand for trips to all sites (trip production
models), T;,, and each site's aggregate demand from all zones (attractiveness
models), T.j, were estimated. predicted values for these variables were combined
with variables reflecting distances in a trip distribution (gravity) model to predict
each zone's allocation of visits among all sites, Tij' It seems that results from
this gravity model were then used to estimate a demand function where predicted trips

by zone to each origin was regressed on travel cost (constructed from the distance



data). The model, at best, seemed to overfit the demand system.

Sutherland's paper inadvertently exposed what is perhaps the most disturbing
aspect of the gravity models. They are simply statistical allocation models based on
no particular arguments about economic behavior. Consequently, when Sutherland used
a gravity model to "allocate trips from zones to sites,” he did not have a model of
the requisite economic behavior to estimate benefits. He then was forced to re-
estimate a relationship between trips and cost to capture the economic behavior
implicit in a demand function. It is difficult to understand why one would wish to
estimate a gravity model for benefit estimation purposes a) if one does not believe
the gravity model is a demand function and b) if one believes that decisions are
driven by economic considerations.

Burt and Brewer (1971) were perhaps the first explicitly to specify multiple-
site demand models. Their motivation for going beyond the single-site model was that
they were interested in measuring the value of introducing a new recreational site.
For such a potential value to be measurable, one needs to admit the existence of at
least one other similar site. Once the existence of at least one alternative site is
recognized, it seems appropriate to estimate the system of demands for all existing
alternatives. Thus in deducing the value of the new site, Burt and Brewer set off to
estimate how patterns of demand for existing sites would change with its addition.

The Burt and Brewer model was a straightforward extension of the single site

travel cost model to a system of such demands

(1) Q]( = fk(plsp23'°',pmsy) k = 1,...,m

where qy is the number of trips taken to site k, Py is the travel cost to site k, vy
is income and m is the number of sites in the system considered. Any differences due
to the quality characteristics of sites simply showed up in the estimated

coefficients of the different demand functions. Unlike so many studies of this time,



the authors used household rather than zonal data in their application - a study of
water based recreation in Missouri.

A similar model (with the omission of income and based on zonal data) was
employed by Cicchetti, Fisher, and Smith (1976) in their analysis of the Mineral King
project in California. Once again the motivation was the valuation of a proposed new
site. Similar to Burt and Brewer, the authors estimated a system of demands for
alternative sites or site groups as functions of prices (i.e. the costs of traveling
to each site). And, again, site characteristics were excluded from the model.

In each case the benefits from the introduction of the new site were assessed
by considering the benefits of a price change for the existing site most similar to
the proposed site. Thus, gains from the new site accrued from reduced travel costs
for some users.

Hof and King (1982) asked the very pertinent question - Why do we need to
estimate the system of demands in these cases? Why not just estimate the demand for
the similar site (as a function of all prices) and evaluate the benefits in that
market? In the context of the Burt and Brewer and the Cicchetti, Fisher and Smith
papers, their arguements are cogent. If there is only one price change, its effect
can be measured in one market (Just, Hueth, and Schmitz, 1982). Even if one expects
seemingly unrelated regression problems, ordinary least squares will achieve the same
results as generalized least squares when all equations include the same variables.

Hof and King further argued that Willig's results provide bounds on compensating
variation as functions of Marshallian consumer surplus. Thus, it is not necessary to
estimate the entire demand system so as to impose cross-price symmetry and ensure
path independence. In retrospect, this procedure of imposing symmetry (followed by
both the Burt and Brewer and the Cicchetti, Fisher and Smith papers) seems
inappropriate, since there is no reason for the Marshallian demands to exhibit such
characteristics. Additionally this path independence property is not worth worrying

about since the particular functional forms chosen for the systems of demand



functions in these papers do not meet integrability conditions (LaFrance and
Hanemann, 1984). In any event, if we are interested in the effect of a single price
change, there would seem no especially compelling reason to estimate an entire system
of demands if they are to take the form suggested by Burt and Brewer or Cicchetti,
Fisher and Smith.

All of the models mentioned so far included multiple sites to capture allocation
of trips among substitute alternatives. Some of the gravity models attempted to
Capture the effect of site characteristics on this allocation, but were not concerned
with the valuation of characteristics. The demand systems models did not even
attempt to take explicit account of site heterogeneity.

Of the more recent and more sophisticated modelling attempts, only one has this
same type of motivation. While the multiple site models of Morey (1981, 1984a,
1984b) are more closely aligned in technique and conception to the models outlined in
the next section, their motivation is more akin to the earlier models discussed
above. They have been employed by the author both to explain the allocation of
visits among alternative sites (1981, 1984a) and to value the introduction of a new
site (1984b). The approach nonetheless places heavy emphasis on site characteristics,
with characteristics contributing to the explanation of trip allocations, and there
is no reason why the approach could not be used to value characteristics. Because of

this, we will postpone discussion of this work until the next section.

Multiple Site Modelling and the Valuation of Site Characteristics

Of burgeoning interest in environmental economics is the valuation of improvements
in environmental quality. While valuation exercises have frequently taken place in
the context of contingent valuation models, economists have concurrently tried to
adapt recreational demand models to this task. This has given a new and more
insistent motivation for multiple site modelling. It was quickly realized that in

order to value characteristics one needed to estimate demand as a function of



characteristics and this required observing variation in characteristics over
observations. This variation could, presumably, be found only by looking across
recreational sites.

In what follows we will be describing approaches which are currently being used
to model multiple site demand and which can be used to value environmental
improvements. The first approach we shall outline here has as its sole focus the
valuation of site characteristics. The hedonic travel cost model (Brown and
Mendelsohn, 1984; Mendelsohn, 1984) attempts to reveal shadow values for
characteristics by estimating individuals' demand for the characteristics. This
approach consists of two separate procedures. The first step entails regressing
individuals' total costs of visiting a site on the characteristics of the site.
Each individual is assumed to visit only one site and separate regressions are run
for individuals from each origin. The costs of visiting any given site and
characteristics of the site are identical for all individuals visiting the site from
the same origin, and variation in the data comes from variation in the sites visited
by those individuals from the same origin. The partial derivatives of cost with
respect to characteristics are then interpretted as the hedonic prices of the
characteristics. The hedonic prices are used as prices in a second stage where the
demand for characteristics is estimated.

Since chance and not markets provides the array of sites and their qualities, it
is unreasonable to expect costs of accessing all possible sites for all individuals
to be an increasing function of even one characteristic. However the approach
requires including observations on costs and site characteristics only for those
sites which are actually visited by individuals in the regression subsample. It is,
of course, a logical result of constrained utility maximization that an individual
will only incur greater costs to visit a more distant site if the benefits derived

from the visit exceed those from a closer site. Nonetheless, it does not seem to



follow that costs will be a single-valued, increasing function of each element of a
vector of site characteristics.

The conceptual validity of the hedonic travel cost approach depends on two
contentions which remain contestable and unproven. No attempt will be made to
resolve these particular issues here, as we are interested in other dimensions of
the multiple site modelling problem. However, we mention the problems in hopes of
stimulating discussion. The first contention worthy of debate is whether the
derivatives of the first stage regression legitimately reflect prices - the prices an
individual perceives himself to have to pay to increase the level of the
characteristics. If more than one characteristic is included in the function, or if
important characteristics are omitted - and especially if sites are not continuous,
it becomes quite possible for costs to be declining in at least one characteristic,
thus producing a negative "hedonic price."

Presuming for a moment that orderly prices for individual characteristics exist,
the second debatable contention is that true demand functions for the
characteristics can be statistically identified. This identification issue has been
debated extensively in the context of the hedonic property value technique for
valuing amenities, but many of the same points of controversy arise here. For a
sampling of the arguments, see Brown and Rosen (1982), Mendelsohn (1983), and
McConnell (1984).

The output of the final stage of the hedonic travel cost approach is a demand
function for each characteristic. The demand function, although not derived from a
utility maximizing framework, is interpretted to reflect the marginal willingness to
pay per recreation day for an increase in the quality of the characteristic. There
is an apparent inconsistency in the interpretation as we consider hpothetical
movements away from the observed point. The demand functions are associated with
characteristics and not sites and thus it does not seem possible to assess the value

of a specific change in quality (such as would be brought about by a regulation,



etc.) Also these functions do not capture any information about how individuals’
behavior (participation and site choice) would change with a change in quality.
Without this latter information, it would not seem possible to assess the value of a
change.

A second approach which is both interesting and potentially fruitful is due to
Morey. This approach models shares of total recreational trips allocated to
alternative sites. Several techniques for statistically estimating shares which are
consistent with demand functions have been proffered by economists (see for example
Woodland, 1979, and Hanemann's cataloguing in Bockstael, Hanemann and Strand, 1984).
Morey chooses a share model based on the multinomial distribution which has the
appealing features that if the shares are assumed to follow such a distribution, then
the implied demands are "counts" and therefore non-negative integers.

The standard scenario underlying the multinomial distribution is that R
independent trials are held and, on each trial, N mutually exclusive outcor‘pes may
occur, witn'l'fi being the probability of the 10 outcome where 'R'i >0 ancl._g‘ﬁi = 1.
Let t; be the number of times that the ith outcome occurs in R trials. The

probability of an outcome vector (xl,...,xN) is

N

R! £

(2) Fltp,eensty) = 37—, WA,
g e qm

é )
Applications of the multinominal distribution (such as Morey's) equate the count 5
with the number of trips to site i, xj, and W; with the share function si{p,b,yy).
The total number of trials, R, is equivalent to the total number of trips, X. The

density of the observed demands is then

xy! N NS
(3) f(Xl,...,XN) = x WSJ(?;baY&)\’.



parameters of the Sj(') are then estimated by maximizing the likelihood function

M xD! "' X
s- J
(4) L= T Twt ;: i teab, )

where M is the number of individuals in the sample.

The logic of the statistical model is that the number of trials, R, is exogenous.
and, therefore, this parameter may be ignored in maximizing the likelihood function
to obtain estimates of the®'s. However, R equals x., the total number of trips, and
thus contains information on the coefficients to be estimated which should not be
ignored in estimating the likelihood function. Additionally, the approach provides
estimates of shares and not demands. The prediction of demands would require the
prediction of total number of visits as well. Interesting, the shares are consistent
with a system of demand functions which could be estimated to obtain information on
total trips as well as their allocation.

An alternative approach is to retain the multinomial model but interpret the
parameters, 7(1,..,3TN, not as shares per se, but as choice probabilities arising from
some structural economic model. Variations of this appraoch can be found in Caulkins
(1982), Hanemann (1978), Feenberg and Mills (1980), and Bockstael, Hanemann, and
Strand (1984).

Recalling the expression for the multinomial distribution in (2) a different
interpretation is now employed. Rather than treat the allocation of total demand, we
are now concerned with the decision of what site to visit on each choice occasion.
Thus‘ﬂ’j becomes the probability that alternative j is chosen on the given choice
occasion and tj equals 1 if j was chosen, 0 otherwise. In this way of structuring
the problem, the expression R!{ﬁ’tj! disappears, since the number of repeated trials

is 1. Finally, the likelihood function takes the form

M gt g



where m indexes individuals, j indexes alternatives , and g indexes individuals'
choice occasions. In this formu]ation?fi is still constrained to be strictly
positive but this does not preclude si equaling zero since Tis no longer a share but
instead the probability of choosing alternative i on a given choice occasion.

The probabilities, 'jgm= are determined by costs and characteristics of the
alternatives and the characteristics of the individuals in a utility maximizing
framework. On each choice occasion, the individual chooses one alternative site to
visit. In order to describe the solution, suppose that on the given choice occasion,
the individual has selected site i. Since the consumer selects the site which yields
the highest utility, the decision can be expressed in terms of conditional indirect

utility functions as

{1 if vi(05,yp-p) > v5(05,y-p3) a1l ]

0 otherwise

where d; is a choice index which equals 1 when the jth

site is chosen, and vy is the
indirect utility function conditioned on the choice of visiting site i. Notice that
we have involved a weak complementarity assumption here by including only b;, the
vector of quality characteristics associated with site i in the function. Here y. is
the income available per choice occasion.

For estimation purposes, it is necessary to introduce a stochastic element into
this demand model. |If we assume that the random elements enter the utility functions
in such a way that they, too, are affected by weak complementary, then we can write
each conditional indirect utility function, v,-(‘) simply as a function of a scalar
random element, £;. The consumer's utility maximizing choice is still expressed in
terms of the conditional indirect utility functions, along the lines of (5), except
that the discrete choice indices dl,...dN are now random variables with means E[di] =

’“1 given by

10



(7) Tf_i = Privi(bi ,yr-pi;f_i) > Vj(bj,_yr.—pJ;Ej) for all j} .

To estimate the parameters of these indirect utility functions, one needs to
assume a tractable distribution for the £€'s. At this point the various discrete
choice multiple site models diverge. A common assumption e.g. (Caulkins, Feenberg
and Mills, Hanemann) is that the random variables, 81,...,8N are independently and
identically distributed extreme value variates, and that they are additive in the

indirect utility function, i.e.

u'i = vi(Di’yt‘-pi) +£i i= 1,.0.,N.
This yields the logit model of discrete choices
Vi, %
s = - c’“ i = . .
(8) Wi=et/Z i=7,..00

In Bockstael, Hanemann, and Strand, the Generalized Extreme Value Distribution (of

McFadden, 1978) is employed such that
=54 ~Sm
(9) Przgi —<— Sl,o.o,’EN f_ SN§= exp[-G(e ,.o"e )]

where G is a positive, linear homogeneous function of N variables. When combined
with the indirect utility function with additive errors, this yields discrete choice

probabilities of the form

14 v

Vs V' v
(10) To=elglel, e Mralel,iie™M 121,000

where G;(*) is the partial derivative of G(*) with respect to its ith argument. In
either case, the formulas for the choice probabilities may be substituted into the
multinomial density for maximum likelihood estimation of the parameters in the vi(’)

functions.
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The treatment of choice occasions is also different in the various models.

Caulkins considers each choice occasion to be each day of the year and Feenberg and
Mills each day of the recreational season, but both presume that on each day, the
individual decides both whether to participate in the recreational activity and, if
he participates, which site he visits.
To accomplish this, Caulkins first estimates a logit model on
the site choice decision:
v, N V3

(11) Mi=el/S e
J=1

and then defines an index which, although not completely consistent, is conceptually
similar to the inclusive value index of McFadden. This index, I, is a linear
function of the average price and quality characteristics of the alternative sites.

The probability of participation is estimated as the following binary logit

~ ~
(1) ‘ifp = eI/evo + el
where v, is the utility associated with not participating and is a function of income
(and potentially other characteristics of the individual).
Feenberg and Mills estimate the same type of first stage logit model in
analyzing site choices. Their model employs a similar inclusive value index
N
(13) I=1n Z evj.
J=1
The participation decision is once again a function of the inclusive value index and
Vgs but it is estimated using ordinary regression techniques.
The above studies have one characteristic in common: the total number of trips
taken in a season is determined indirectly by adding up the number of independent
occasions upon which the individual chooses to participate in recreation. Treating

the total consumption decision as the sum of totally uncoordinated micro decisions is
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not especially appealing. Bockstael, Hanemann and Strand offer an alternative
approach which on some grounds may be considered slightly more appealing but which
still fails to be rigorously derivable from a single utility maximizing framework.
The essence of this approach is that a logit model (in this case a slightly more
complex, generalized extreme value model) is estimated on site choices per choice
occasion. But rather than considering every day of the year (or season) to be an
independent choice occasion upon which the individual must decide whether to
participate, the participation decision (both whether to be a participant in this
activity at all and, if so, how much) is estimated as one discrete-continuous total
recreation demand decision. This macro decision of how many days in the season to
recreate is estimated using a discrete-continuous choice model which takes account of
the fact that decisions will be nonnegative but may be zero for a number of people.
Although of a different form from the other models, the decision is estimated as a
function of similar variables: the characteristics of the individuals and the
characteristics of the recreational opportunities available as captured through an
inclusive value index. The specific model used is presented in the estimation
section of this paper.

A comparison of this approach with the Feenberg and Mills and Caulkins models
exposes an important difference. In this model the probability that an individual is
not a recreationalist, i.e. he does not participate at all in the recreational
activity, is estimated directly. Either Tobit or Heckman procedures can be used to
estimate this equation. The later procedure is particularly appropriate if factors
such as old age, ill health or preferences for other activites causes an individual

never to recreate. In the other approaches where total visits are determined by the

summation of independent decisions on sequential choice occasions, nonparticipants
happen, in a sense, by accident. They are predicted to be those individuals who

happen to have a string of zero predicted responses to a sequence of N independent
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micro decisions. Modelling the macro allocation separately would appear to be a more
realistic and useful description of individual behavior. However, it does not offer
a consistent way to link independent site choice decisions and the demand for total

trips with a common underlying utility maximization framework.

Welfare Measurement Given The Nature of Recreational Decisions

One can certainly argue with features of all of the models outlined above. Here
we will be concerned with only one criteria, albeit an extremely important one, for
assessing alternative models. The criteria is how adequately each model captures the
appropriate benefits which accrue from an environmental change, given the nature of
recreational decisions in a multiple site framework.

It is important at this point to reiterate and to develop more fully what we
mean by the nature of recreational decisions. Suppose we are interested in valuing
an improvement in water quality, and we attempt to do this by looking at recreational
behavior over an array of recreational sites with different water quality in the
region of interest. Any sample of the relevant population will turn up a fair number
of individuals who do not participate in water recreation at these sites at all. Of
those who do participate in the activity, it will be unusual to find anyone who
visits all sites. It will also be unusual if the entire data set consists of
individuals each of whom visit only one site. Additionally, we are interested in how
many trips an individual takes to each site. Thus we observe either that an
individual did not participate in the activity at all or that he participated but
took no trips to several sites and a positive number of trips to some subset of
sites.

Recreational behavior is complicated to model because of this mix of continuous
and discrete decisions and because decisions result invariably in corner solutions.
Nonparticipants are, of course, at a corner solution with respect to the total trips

decision. participants are even observed to be at corner solutions of a sort since
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they take zero trips to at least some sites. One of the drawbacks of the straight-
forward demand systems modelling of Burt and Brewer and Cicchetti, Fisher and Smith
is that they are predicated on the assumption of interior solutions to the utility
maximization process. Once we admit to corner solutions, the nature of demand
systems changes.

This criticism is in some ways applicable to the share models as well. The
share models treat the total number of trips as fixed. Additionally most of these
models implicitly presume a nonzero share (however small) for all sites. The share
models can be transformed into demand systems and estimated in that form, providing
predictions of total number of trips. However such models suffer from the same
problem as the Burt and Brewer type models in that they presume interior solutions.
Many of the discrete choice approaches get around the problem by estimating decisions
per choice occasion. This ignores interdependence across trip decisions and provides
estimates of total trips demanded only in an indirect and unsatisfactory way. The
final discrete choice model suggested above attempts to mitigate the second of these
criticisms, but does so in a way which is not completely consistent with a utility
maximization framework.

Given the complexities of the decision making process, a pertinent question at
this point is: How important is it to model behavior, if we are interested simply in
valuing changes in characteristics (e.g. environmental improvements)? The answer to
this question is critical. The costs of obtaining good models of behavior in this
context are high and we need to know whether they are worth it,

One can debate the importance of wholly consistent, utilitic theoretic models,
but what is much more certain is the importance of estimating effectively the complex
dimensions of recreational demand. There are two reasons for this. Estimation can
be biased if account is not taken of corner solutions (see for example the literature
on truncated and censored samples). More important for our purposes here, welfare

measurement in this context depends on the behavioral adjustments of individuals. In
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the next section, we will summarize some of the work on welfare measurement in a
discrete choice framework but this must await a more rigorous description of the
recreationalists’ decision model. At this point, it is useful to present some
intuition.

Consider once again the water quality example. Suppose there are N sites and
water quality is improved at one of these sites, j. It is true that those who visit
site j will benefit, How much they benefit will be affected by how many trips they
take to site j - a decision which might change with the improvement of the site.
Additionally, recreationalists who did not previously visit site | may now find it
desirable and may move from corner solutions for visits to site j to positive
demands. Finally, we may find the improvement of site j attracting previous non-
participants into the recreational activity.

Now suppose more than one site's quality is improved, a more likely result of a
regional implementation of an environmental regulation. Then, depending on the
pattern of improvements, all sorts of re-orderings may take place. Some sites may be
improved but may generate no user net benefits because they actually lose visits to
other more improved sites. Clearly the welfare gains to an individual at any one
site are conditioned on his decision to visit that site and must be adjusted by the
probability of that site being visited. Models which do not take into account

changes in behavior can not accurately measure benefits.

Corner Solution Models and Welfare Evaluation

In this section we present an approach which takes account conceptually of all
aspects af the multiple site recreational decision. The "general" corner solution
model is extremely difficult to estimate, but we present its logic here for two
reasons. The approach incorporates in a consistent way all facets of the
recreational decision process and thus provides a standard by which to compare other,

more tractable, approaches. Also it facilitates a clear statement of appropriate
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welfare measures.

We make a distinction here between "extreme" and "general" corner solution
models. "Extreme" corner solutions arise when something in the structure of the
decision forces a corner solution in _all but one of the site demands (which we shall
denote x.i). This can occur either because the sites are perfect substitutes or
because for some logical or institutional reason, the sites are mutually exclusive.
By contrast, a "general" corner solution arises when some, but no necessarily N-1, of
the xi's are zero at the optimum.

For most recreation choices one finds evidence of a general rather than an
extreme corner solution. The total demand for the class of commodities is allocated
to more than one, but less than N, of the quality differentiated goods. However, the
analysis of extreme corner solutions is more straightforward and will set the stage
for the more general models.

Suppose for the moment, that the consumer has decided to consume only good i

(visit site i). His utility, conditional on this decision, can be written as
(14) u-i = U(O,-..,O,Xi ’0,.00,0,D,Z;6)

where X; is the number of visits to site i, b is of vector of site characteristics, z
is a Hicksian good and & is a random vector. The conditional direct utility function
can be written (if we assume weak complementarity between site characteristics and

visits) as
(15) ui*(xi’bi ,Z;E,‘_).
Given his selection of this site, he still must make a decision as to the number of

times he should visit it over the recreation season by solving:

(16) maximize u;*(x5,bjz;€) s.t. Eix;- '

X.iZ i
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The solutions are

Xj = hy*{(p,b,y;e)
(17)

z = 2;(pj,bi,y38) =y - p;hy*(py.bi,y;e).

These demand functions are "conditional" ordinary demand functions, conditional on
an interior solution for x; (i.e. conditional on the decision to consume the
particular X3 at a nonzero level and all other x's at a zero level). The conditional
indirect utility function obtained by substituting these functions back into ui*(‘)
is Vi*(pi > ,¥;€). These functions are random variables from the point of view of
the econometric investigator, and their distribution may be derived from the assumed
joint density of &,f,(¢).

All of the foregoing is conditional on the consumer's selecting site i. The
discrete choice of which site to select can once again be represented by a set of
binary valued indices dl""’dN where d; = 1 if X5 >0 and d; = 0 if x; = 0. The

1

choice may be expressed in terms of the conditional indirect utility functions as

1 if vi*{p;,by,yse) > vi*¥(pi,bi,y3e), all j
(18)  di(p,b,y; ) = J T
‘l 2~ ato>
0 otherwise

where the expected value of dj is
19)  Tilp.byze) = Pr{vi*(p,,bi Yie) > vi*(py,by.yse),  all J‘f .

The "unconditional" demand functions can not be derived by applying the standard
calculus but are defined by the conditional ones together with the binary valued

indices:

(20) ni(pabs}';&) = d'i(p:b:.‘/;c-)hi*(pisbis.Y;a) i= ]s"'SN

18



Additionally, the unconditional indirect utility function is given by
(21) v(p,b,y;€) = maxLvy*(py,b1,¥5E) 5000, vy*(py,0y,y38) 1.

The practical application of extreme corner solution models rests on the ability
to devise specific functional forms for the conditional indirect utility functions
and the joint density fz(i) which yield reasonably tractable formulas for the
discrete choice probabilities and the conditional demand functions. Hanemann (1984a)
presents a variety of demand functions suitable for extreme corner solutions which
offer considerable flexibility in modelling price, income, and quality elasticities.

Unfortunately, it is "general" and not "extreme" corner solutions which
characterize most multiple site recreational decisions, and the general corner
solution is more difficult to estimate. Several approaches to treating this problem
are explored by Hanemann in Bockstael, Hanemann and Strand (Chap. 9). However, in
this paper we consider only one for exposition.

The generalized corner solution differs from the extreme corner solution in that
more than one alternative (site) is chosen and has a nonzero level of demand. One
estimation procedure appeals to the economic considerations underlying the solution to
the utility maximization problem embodied in the Kuhn Tucker conditions.

Substituting the budget constraint into the utility function, this problem may be

written

(22) maximize u(x,b,z;€) =

maximize u(x,b,yr -iji‘j;z) s.t. 0 < X%y f_y/pi i=1,...,N

and the Kuhn Tucker conditions are

=0 <0
X ou _(;‘av\ i"‘

(23) >0 as 2% 22
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Suppose one observes an individual who purchases quantities xl,...,xQ of goods
1 _ and y - Z pjfj of the Hicksian composite commodity, but nothing of goods

Q+1,...,N. Define the N random variables ¥;,...,qy by

P~ 4

(24) Wy =

-
e
-

il X, abs ;E
j{x,p,sb,y;E) .

<3 - :
= LT . - prO% (T - X, &
L;L(xoo)b“a—qz;! 9“2‘5#2‘) PL bt Lx'o)b‘a é.p,‘ 39 )

©

i

?

and let f‘\(xh,...,qN) be their joint density derived from ff_(z) by an appropriate

change of variables. The probability of observing this consumption event is given by

25) . Xi = %, 1= 1,000,0 g

i —:Q+]’|."N

AN
>
e
1]
Q
<>
wad

Ri = 0, i= 1,...,Q
; <0, i =0Q+l,...,N

fl
-a.
-~
NA
=
=

o) ©

= J see '5 f“(o,o..,o,qo.*,l,...,']N)d'lo_l_l,o..,dl{No

—odd ~old

Given the entire sample of consumers located at different corner solutions, the
likelihood function would be the product of individual probability statements
each having this form.

Two general points emerge from this analysis which are worth emphasizing.
first, the probability expressions generally require the evaluation of an (N-Q)-
dimensional cumulative distribution function - i.e. a multiple integral whose
dimensionality corresponds to one less than the number of commodities not consumed.
In the recreation case, where the number of sites (N) may equal perhaps 20, but the

number of sites visited by an average individual (Q) will be 2 or 3, the evaluation
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of these integrals may be a daunting task unless one chooses the error structure and
utility function carefully.

The second point worth emphasizing is that there is a basic tradeoff between
achieving simplicity in the Kuhn-Tucker conditions and in the demand functions. In
order to appreciate the significance of this tradeoff, it is necessary to consider
the distinction between estimation and prediction as facets of the modelling
activity. Both involve probability statements - estimation, for the purpose of
forming likelihood functions; prediction, for the purpose of calculating the
expected demand for sites under different price or quality regimes. In conventional
demand analysis, including the share models described in the previous section,
estimation and prediction are both based on essentially the same thing - the system
of demand or share equations. Therefore, generally speaking, a stochastic
specification which facilitates the process of estimation will also facilitate that
of prediction, and conversely. This is not true when we deal with corner solutions,
where estimation can be based on the (perhaps simple) Kuhn-Tucker conditions, while
prediction is based on the (perhaps complex) demand functions. An alternative and
promising line of attack would be to begin with the conditional indirect utility
functions. This approach is outlined in Bockstael, Strand and Hanemann but not
explored here.

At this juncture we proceed to discuss how, when estimated, the multiple site
demand models can be used to derive money measures of the effect on an individual's
welfare of a change in the qualities (or prices) of the available recreation sites.
The task of performing welfare evaluations is more complex than the basic theory of
welfare measurement (Maler 1971, 1974) when one works in a discrete choice, random
utility setting. The theory of welfare measurement in this context has been
developed by Hanemann (1982c), and revised and extended in Hanemann (1984c). We will

provide a sketch of this theory here, leaving the reader to refer to these papers for
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a more detailed presentation. Both papers deal with extreme, rather than general,
corner solutions but these can involve either purely discrete choices as in the logit
models or mixed discrete continuous choices. After summarizing the methodology for
these extreme corner solution models we will indicate how it can be extended to cover
general corner solution models of the type discussed earlier. The compensation
required by the individual to offset a change in prices and/or qualities from (p',b")

to (p",b”) are given by
(26) vip'',p'',y-C;g) = v(p',b',y;e).

(A similar expression exists for equivalent variation, which we shall ignore here to
save space.) The problem in the random utility context is that C is now a random
variable, since it depends implicitly on &, How then, do we obtain a single number
representing the compensating variation for the price/quality change?

Hanemann (1984c) presents three different approaches to welfare evaluations in
the random utility context, only one of which we present here. That approach is
based on the expectation of the individual's unconditional indirect utility function.
In terms of this function, the measure of compensating variation is the quantity C'

defined by
(27) ELv(p'',p"",y-C")] = E[v(p',b',y)].

This measure has been employed by Hanemann (1978, 1982c, 1983a), McFadden (1981), and
Small and Rosen (1982). The formulas needed to calculate E[v(*)] for some common
logit and probit additive-error random utility models are summarized in Hanemann

(1982c) . For example, in the GEV logit model
Iy
(28) v(p,b,y) = 1n Gle *,...e V) + 0.57722...,

which is simply the inclusive value index (apart from Euler's constant, 0.57722...).
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The important point is that we must take into account both the discrete and
continuous aspect of the decision problem and the stochastic nature of the decision.
One way of doing this is to calculate the compensation which equates the expected
values of the indirect utility functions. It is easy to see the implications of this
in the extreme corner solution context. Suppose we are concerned with evaluating the
benefits from an improvement in quality at an individual site - say, site 1. Thus,
by changes from bl' to bl” while bo,...,by and pys...,Py remain constant.

If we knew for certain whether or not each individual would select site 1, these
welfare measures would be straightforward to calculate. They would be the sum of the
compensation over individuals who chose site 1, where the compensations are defined

on the conditional indirect utility functions such that
(29) vi{pysb3' ' sy=C) = vi(py by Pyl

But some individuals will and some will not visit site 1 and we can only predict the
probabilities of site selection. And, of equal importance, these probabilities will
themselves be functions of the qualities (and prices). Equation (27) suggests that
we need to weight the conditional indirect utility functions by the probabilities of
choosing different sites. (Hanemann (1984) suggests the possibility of using,
instead, moments of the induced distribution on the compensating variation as a
useful welfare measure.)

The extension to the general corner solution model is intuitively, if not
analytically, clear. Here conditional indirect utility functions are defined for all
combinations of choices of sites. There will, for example, be an indirect utility
function conditioned on the individual choosing nonzero trips to sites 1,2,and 3, but
not 4 through N. This will differ for example, from the indirect utility function
conditioned on the choice of sites 1,2 and 4, but not 3, or 5 through N.

Additionally the conditional demand function for site 1 will differ depending on

which additional sites are chosen.
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By analogy to the above, welfare measures will require the assessment of the
probability of choosing each possible combination of sites as weights for the
indirect utility functions conditioned on site choices. This complexity stems from
the very nature of the recreational decision process. The benefits which an
individual derives from an environmental quality change at some site or group of
sites is dependent on whether or not, and at what level, he visits those sites. But
this latter mixed continuous-discrete choice is itself a function of quality

characteristics.

Some Estimation Examples

Our ultimate intent is to undertake the estimation of each of the above
described models (which is capable of valuing site characteristics) using a common
data set. The purpose is not to compare the benefit estimates which each approach
produces, for such comparisons can never be decisive in any way. Instead we hope
simply to demonstrate how each approach gets estimates - to reveal data requirements,
necessary estimation techniques, and the practical problems which arise in the
estimation process. Of most importance, we wish to determine how useful each
approach is in providing answers to policy questions.

Unfortunately we have not yet completed this portion of our task. Of the four
general approaches (hedonic travel cost, multinomial shares, discrete choice, and
general corner solution), we have completed only two and have estimated the first
stage of a third. In what follows we present the results of two versions of the
hedonic travel cost model (as presented in Brown and Mendelsohn, 1984, and in
Mendelsohn, 1984) and a rather elaborate discrete-continuous choice model (from
Bockstael, Hanemann and Strand). The fact that these two are the first to be
completed is no accident. They have in their favor one very important quality. Both
can be estimated from readily available economic computer software packages. The

hedonic travel cost approach is by far the simplest. The first version relies only
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on OLS estimation techniques, although the second adds a fairly complex Box-Cox
transformation. The discrete choice models of Caulkins and Feenberg and Mills
requires a multinomial logit and the more elaborate discrete-continuous choice model
estimated here requires access to a Tobit type routine (or a general maximum like-
lihood algorithm) as well.

The approach which is most preferred theoretically is by far the most difficult
to estimate. One way to handle the general corner solution model is to estimate the
parameters in the direct utility function by maximizing a likelihood function
composed of the Kuhn Tucker conditions. By choosing a utility function and error
structure, we were able to obtain significant parameter estimates with expected
signs. This gives us the direct utility function as a function of these parameters,
number of visits, quality of sites, characteristics of the individual and the error
structure. However, in a corner solution world, such information is not easy to
transform into demands functions for prediction or into indirect utility functions
for welfare analysis. While work is continuing in this area, we present the results
of our estimation of the other two models.

The data set we use was collected by EPA in 1975 and includes information on
recreational swimming at Boston area beaches. The data set contains information on
both participants and nonparticipants, as it is based on random household interviews
in the Boston SMSA. For each participant, a complete season’s beach use pattern is
reported, including the number of trips to each beach in the Boston area. We have
objective measures of water quality for 30 beach sites. It should be noted that,
participants in this data set, like other data sets of its kind which we have

encountered, tend to visit more than one site but far less than all sites available.

1. Discrete-Continuous Choice Model
The multiple site recreational demand model estimated by Bockstael, Hanemann and

Strand has two components. The first is the macro-decision: does an individual

25



participate in the activity of interest (swimming at beaches in the Boston-Cape Cod
area) and if so how many trips does he take in a season? The second component is a
site allocation decision: on each choice occasion, which site does he visit?
Because the micro decision generates information necessary for estimation of the
macro decision, we deal with the micro decision first.

The first part of the model involves the estimation of the household's choice

th site is some

among sites. The indirect utility associated with choosing the 1
function Of z;, a vector of attributes of the jth alternative,, so that "i* = Vi(zi) -x-£'.i
The random component is additive and attributed to the systematic, but
unmeasurable, variation in tastes and omitted variables. |If the &'s are
independently and identically distributed with type | extreme value distribution
(Weibull), then we have a multinomial logit model. However, the multinomial logit
implicitly assumes independence of irrelevant alternatives, i.e. the relative odds of
choosing any pair of alternatives remains constant no matter what happens in the
remainder of the choice set, Thus, this model allows for no specific pattern of
correlation among the errors associated with the alternatives; it denies - and in
fact is violated by - any particular similarities within groups of alternatives.
McFadden (1978) has shown that a more general nested logit model specifically
incorporating varying correlations among the errors associated with the alternatives
can also be derived from a stochastic utility maximization framework. |If the £'s

have a generalized extreme value distribution then a pattern of correlation among the

choices can be allowed. Given the probabilistic choice model

. A
(30) P; = e ¥t C"'-(evs':»--;e'“)
i s
ele't, .., e )

th

where G4 is the partial of G with respect to the i argument and Gle 1 YN ,ees,€ ) has

certain properties which imply that
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is a multivariate extreme value distribution. When G(e 1,...,e» N) is defined as
V.
Ze 1, then the model reduces to the ordinary multinomial logit (MNL) desribed above.

However when
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M
(32) a(Y) = N}}‘ Om (z{'sm
where there are M subsets of the N alternatives and 0 <6, < 1, then a general
pattern of dependence among the alternatives is allowed. The parameters G—m can be
interpreted as indices of the similarity within groups.

The GEV model is useful when alternatives group themselves in obvious patterns
of substitutability. It is appropriate because the results of an MNL will be invalid
if such a pattern actually exists. It is convenient because it reduces the number of
alternatives included at each stage.

The Boston data is particularly amenable to GEV estimation. Within the thirty
sites, eight are beaches at fresh water lakes and twenty-two are salt water beaches.
It would seem reasonable to suppose that the odds of choosing fresh water site A over
salt water site B will be disrupted by the addition of another fresh water lake
site. Put another way, fresh water and salt water sites are probably viewed as
closer substitutes within groups than across groups.

The GEV model allows us to view individuals (a) as choosing between fresh and
salt water and (b) as choosing among fresh water sites conditioned on the fresh water
choice and choosing among salt water sites conditioned on the salt water choice. In
actuality, the problem is set up so that the individual chooses the "best" within the
group of salt water sites and the "best" within the group of fresh water sites and

then chooses between these two "best" alternatives on each choice occasion.
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To make the estimation process explicit, let us consider the following form of

Vim

(33) Vim = ‘e"z'im "'q"wm

where the Z's denote attributes associated with all sites and the W's are associated
solely with the salt water-fresh water choice, i indexes the site and m indexes the
salt or fresh water alternative. Also let us assume that U'm is identical within all
groups and equal to®. Define the "inclusive value" of group m as

o' Lim /(‘-q‘) }

= n(,L &
(34) In 1"(:.&5

"

NOW, the probability of choosing site i conditioned on the salt/fresh water choice is

B2y /-6

e
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and the probability of making the salt (or fresh) water choice is

P W * - T

e
— .___—-——-———“—_——-——————‘
(36) Pm = & 0wy (A-YXy .,

. e
A%

These probabilities can be estimated using MNL procedures. First, the Pj Im are
estimated with M independent applications of the multinomial logit (where M = 2 here
- one for salt water beaches and one for fresh water beaches). Note that at

this stage 8 is not recoverable, but can be estimated only up to a scale factor of
1-8. From the results of (35), the inclusive prices (34) are calculated and
incorporated as variables in the second level of estimation (36). Here the\P's and
the  are estimated. A & outside the unit interval is inconsistent with the

underlying utility theoretic model and suggests misspecification.
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In choosing among sites, the determinants of most interest are the site
characteristics which vary over alternatives and the costs of gaining access to
sites. The quality variables chosen for this model include environmental indicators
such as oil, turbidity, fecal coliform, chemical oxygen demand and temperature.
Three other variables are identified as potentially valuable in the site choice
model, each of which is a restricted variable of sorts. The variable "Noise" was set
to one for all beaches which were in particularly noisy, congested areas close to
freeways (zero otherwise). The variable "Ethnic" was set to one if the beach was
especailly popular with a particular ethnic group and the individual was not of that
group (zero otherwise). Several beaches were so designated in the study. Finally
"Auto" was set to one if a beach was not accessible by public transportation and the
household did not own a car.

Because of the nature of the logit model, variables which are present in the
indirect utility function but do not change across alternatives (i.e. individual
specific) tend to cancel out upon estimation - that is, their coefficients cannot be
recovered. This is true unless it is argued that an alternative specific variable has
a different effect depending on the value of a socioeconomic variable, in which case
the two variables could be entered interactively.

Income is a special individual specific variable because we know from utility
theory that income and price must enter the indirect utility function in the form
Y - p. Thus if Y - p.enters linearly into v;, income will cancel out upon
estimation, but the coefficient on price will be income's implicit coefficient as
well. This will be important in calculating benefits.

Estimation of the second stage of the model requires the calculation of
inclusive values from each of the first stage estimations, where the inclusive price
is as defined in (34). This "inclusive value" captures the information about each

group of sites in Stage |. Thus if water quality were to change at some sites, the
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inclusive values would change. Additionally, we postulate that other variables
besides the inclusive values may enter at this stage - variables which affect the
salt-fresh water decision but do not vary over alternatives within each group. Also,
since the fresh-salt water decision is dichotomous, it is straightforward to enter
individual specific variables which we believe may affect salt water and fresh water
decisions differently. Besides a constant term and the inclusive price, we include
the size of the household, the proportion of children and whether or not the
household has access to a swimming pool.

Table 1 presents the estimated coefficients and test statistics for the first
stage of the GEV model and Table 2 presents the second stage results. Goodness of
fit measures for logit models are not especially decisive. For each model we present
Chi-square statistics based on likelihood ratio tests. In each case the statistic is
significant at the 1% level of significance.

In the first stage of the GEV, the estimated coefficients on quality
characteristics all are significant at the 5% significance level and of the expected
sign (with the possible exception of temperature and turbidity in the fresh water
equation), Additionally, individuals (ceteris paribus) visit closer beaches, avoid
noisy areas and are discouraged by beaches heavily pospulated by ethnic groups
different from their own. Individuals who do not own cars are less likely to visit
beaches not serviced by public transportation.

From the first stage results the "inclusive" values were calculated and
introduced in stage two. The inclusive value term captures the effect of all of the
variables used to explain site choice. In our problem, 1 =@, equals .854 implying a ¥
of .146, which is significantly different from both 0 and 1. This indicates fresh
and salt water sites are considered significantly different, but all fresh water sites
are not viewed as perfect substitutes for one another and neither are all salt water

sites. Thus we can expect that there are some gains from using the GEV
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TABLE 1: First Stage GEV
hodel Estimates of Choice Among Freshwater and Saltwater Beaches

Boston - Cape Cod, 1975

Saltwater Freshwater
Beach Estimate Estimate
Characteristic {(t-ratio) (t-ratio)
0il -.036 -.100
(-10.01) (-2.62)
Fecal Coliform -.049 -.486
(-4.12) (-5.47)
Temperature -.056 -.281
(-5.32) (-3.58)
coD -.022 -.169
(-17.67) (-14.31)
Turbidity -.047 273
(“8-48) (9-10)
Noise -.109 -.938
(-9.90) {-8.47)
Public Trans. -1.103 -1.275
(-12.91) (-4.07)
Beach Ethnicity -1.784 -1.321
(-27.58) (-5.51)})
Trip Cost -.572 -2.166
(-35.89) (-26.61)
Likelihood . -10850. -896.
Chi-squared with
9 degrees of freedom 4084.2 i804.7



TABLE 2

Second Stage GEV Model Estimates of Choice

Saltwater and Freshwater

Boston - Cape Cod, 1975

between

Beaches

Constant Inclusive No. of People % of Children Access

Price in Household in Household to Swim.
(1-0) Pool

Estimated

Coefficient 16.520 .854 -.162 420 ,861

(t-ratio) (22.9) (23.6)** (-10.9) (2.33) (9.16)

Likelihood = -1780.

Chi squared with

5 degrees of freedom = 3421.0

* t-ratios in parentheses

** This t-ratio tests significant difference from zero. A more appropriate test
is significant difference from 1; the relevant t- ratio is -4.044.



specification. Because of the way in which the constant term, household size,
percent children, and swimming pool are entered into the estimation, their
coefficients reflect the log of the odds of choosing a salt water site over a fresh
water site. Thus larger families tend to go to lakes but families with a larger
portion of children tend to go to salt water beaches. Those who have access to a
swimming pool are more likely to visit salt water beaches. The constant term
suggests that, ceteris paribus, people prefer salt water beaches.

The second part of the model is a single activity model of swimming
participation. While several discrete-continuous methods are available, we use the

Tobit model which presumes that individual's decisions can be described as

X4

x; = 0 if n(z;) + 95 < 0.

n(z;) +&; if h(z;) + ;>0
(37)

and that the decision of whether or not to participate and how much to participate
are dictated by the same forces. The likelihood function for model is
{~hils) .
(38) LT=TI- —_— -ﬂ F‘(. \‘leﬁ)
168 ¢ L&s

where s is the set of individuals who participate. It was determined that the
following household characteristics were most likely to affect this decision:

income

size and composition of household

education

length of work week of household head

ownership of water sports equipment.

Additionally, we would wish to include variables reflecting the cost and
quality of the swimming activities available. Herein lies one of the major
difficulties with this "second best," two part approach. How does one choose
appropriate variables for the cost and quality of swimming excursions, if those trips

are or can be taken to different sites with different costs and quality

characteristics? Ideally the decision of how much and where to go should be modelled
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simultaneously as in the corner solution model. However, the discrete choice models
are unable to handle these problems simultaneously and require some approximations.
Indeed, we wish to include variables which reflect the quality and costs of
the best alternatives for each individual, not necessarily the characteristics of the
closest site or the average characteristics over sites. The inclusive value concept
has an appealing interpretation since it represents, in a sense, the value of
different alternatives weighted by their probabilities of being chosen. Defining an

inclusive value from both stages of the GEV estimation gives us

v: vy

d 3
39 I.=1n]ls e°’+ Z e
(39) p r:)&ss 4ed;p ]
where Jg is the set of salt water sites, JF is the set of fresh water sites and vy =
G'Zj +‘P'NJ- where the Z's are explanatory variables in the first stage and the W's
are explanatory variables in the second stage.

Inclusion of I, in our macro allocation model is intuitively appealing but

p
not perfectly correct. Ip, after all, is defined on choice occasions and the macro
allocation decision is an annual or seasonal decision. In fact, there is no obvious
way to make this model, or any of the related models, perfectly consistent between
micro and macro decisions as well as economically plausible. Nonetheless we hope it
offers us a good, albeit ad hoc, reflection of the value of the swimming alternatives
available to the individual. It is, however, not consistent with a McFadden type
utility theoretic model, and as such, its coefficient is not theoretically bounded by
zero and one.

The model includes income, household size, household composition, a restricted
variable for ownership of specific water sports equipment and the inclusive value
variable discussed above. The results are presented in Table 3. Other variables

such as education and length of work week were not significantly different from zero

by any reasonable test in the models employed, nor did their exclusion significantly
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TABLE 3

Estimates of Tobit Model of Boston
Swimming Participation and Intensity

Yariable Tobit Initial Value
Estimates (OLS estimates)
Constant 26.01 35.908
(2.57)* (4.59)
"Inclusive Value" .897 1.02
(1.86) (2.74)
Income ~-1.19 -.07
(-.56) ' (1.79)
Size of Household -24.10 ' -8.1
(-2.76) {-2.08)
Percent Children -6.18 -14.71
(-1.22) (-2.02)
Water Sports Equipment 13.05 6.42
(3.44) (2.05)

Chi-Squared statistic = 262.

* t-ratios in parentheses



model are combined with site qualities, individuals' costs and other variables to
predict each household's probability of visiting each site. A predicted probability
can be interpretted as a predicted share of the household's total trips. Thus a
change in the quality at one or more sites can change a) the total number of tips
taken, (b) whether or not a household participates in the recreational activity, and
c) the allocation of trips among sites.

The ultimate purpose of the modelling effort however is to estimate the benefits
associated with improvements in water quality.

In our problem the expected value of the indirect utility function can be shown

to equal
v v®°
(40) V(p®,0%,y) = 1n Gle 1,...,e M) +

where k is a constant.
Now consider a change in prices and quality from (po,bo) to (pl,bl). The C'

measure defined earlier is given by

$
(41) v(p©,0%,y) = v(pl,bl,y-C)
or
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There is no closed form solution for compensating variation in this case, but

we can approximate the compensating variation of a change form (po,bo) to (pl,bl) by
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where m = 1,2 denotes the salt and fresh water alternatives, (w,?,,lg) and (W%,,I%,)
represent values of variables before and after the policy change respectively, and Yl
and Y, are the implicit income coefficients in the salt and fresh water models.

The calculation of CV according to (43) yields an estimate of the expected

compensating variation per choice occasion for the household. To obtain annual or

seasonal benefit estimates this number must be multiplied by the predicted number of
trips the individual takes. One should note that even if the individual takes no
more trips in response to the quality change (either because he is constrained or
because a more substantial quality change is necessary to increment the number of
trips), the benefits of improvements are still measureable. That is, even if a
quality change is insufficiently large to prompt an individual to alter his behavior
in any way, the benefits he experiences if he is a user of the improved sites can be
calculated.

In Table 4 the estimated benefits (in 1974 dollars) of a series of hypothetical
water quality changes are reported. The hypothetical water quality changes
introduced include a 10% and a 30% reduction in each of the following water quality
parameters individually: oil, chemical oxygen demand (COD) and fecal coliform.
These reductions were introduced uniformly across all sites. Also in Table 4 is
reported the results of a 30% reduction at all sites in oil, turbidity, COD and fecal
coliform simultaneously. This figure can be compared to the same sort of pollutant
reductions if they affect only beaches in Boston harbor. Reductions in pollutants at
downtown Boston beaches (8 of the 30 sites) generate more than half the benefits
reported when all sites are uniformly improved.

These examples are offered to demonstrate the sorts of questions which can be
answered with a model such as the one estimated here. The model is admittedly a
"second best” model; it pieces together relevant aspects of the recreational
decision problem in a somewhat ad hoc way, not completely consistent with any

underlying story of utility maximization. While only an approximation, however, the
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TABLE 4

Average Compensating Variation Estimates of
Specific Reductions in Pollutants at Boston Area Beaches
(in 1974 dollars)

10% reduction 30% reduction
at all sites at all sites
per choice per per chpice per
occasion season occasion season
oil $ .05 $ .96 $ .20 $4.66
COoD .12 2.65 .29 7.15
fecal coliform -2 .19 .12 2.85
30% reduction 30% reduction at
at all sites downtown Boston Beaches
per choice per per choice per
occasion season occasion season

oil, turbidity, COD
and fecal coliform $.50 $12.04 $.27 $6.13




model does attempt to capture all aspects of the individual's recreational decision.

2. The Hedonic Travel Cost Model

The only other approach for which we have completed estimation results is the
hedonic travel cost method. Unfortunately, we encountered several difficulties, some
of which may be associated with the nature of our data and the recreational activity
we are studying and some of which is no doubt due to our lack of experience with the
approach. Nonetheless we present our results, hoping to solicit some guidance and
stimulate some discussion.

We chose to estimate the model for the subset of saltwater, sites since it seems
more likely that good results could be obtained by excluding the 8 very different
fresh water sites. The first difficulty we encountered relates to the nature of the
observed site choice decisions in our data set and the implicit assumptions of the
hedonic travel cost model (HTC). Past HTC applications have implicitly assumed that
individuals visit only one site, yet about three-fourths of the participants in the
Boston survey visited more than one site. We skirted the problem, perhaps
Incorrectly, by including different site choices by the same individual in the
regressions as additional observations (in effect as though they were site choices by
different individuals). By doing this we gained the added benefit of more variation
in sites visited by individuals from the same origin.

Following the approach prescribed by Brown and Mendelsohn, we chose the two most
important environmental quality indices (oil and COD) and ran linear regressions of

costs on site characteristics for each of 25 origins. The site characteristics are

indexed here such that increasing values imply improving water quality to facilitate

interpretation. We initially attempted this on the 93 smaller origin zones but found

we had so little variation in site choices that regressions were infeasible.
Given the linear functional form of the Brown and Mendelsohn application, the

hedonic prices of oil and COD are the estimated coefficients of the regression,
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Ci =Ao +810; + A0 + ey

where C]- = costs, 03 = an index of the absence of oil and Dy = an index of the
absence of COD. The results of these regressions produced 50 "hedonic prices"
(coefficients) only 7 of which were positive and significantly different from zero.
In contrast, 23 of the 50 are negative and significantly different from zero,

The marginal value functions for quality characteristics are then estimated by
regressing these derived hedonic prices for individuals from each origin to each site
on the level of the quality characteristics at the relevant site and several
individual related variables. These variables included income and the ethnic dummy
variable which had turned out to be important in the discrete-continuous choice
model. We also included an instrumental variable for the number of trips the
indivdual took, since this variable was included in the Brown and Mendelsohn
application. As in that paper, trips were initially regressed on the other
individual-specific variables (ethnic dummy and income) as well as dummy variables
for origins. Then the predicted values were included in the following marginal value

functions for each characteristic

N
(45) Po.i =D(o +°‘10.i +D‘20i +X3_y.i +°<4E-i Msx-i + u-i
and

A
(46) PD; =Yo *Y10i +Y2Di *Y3¥i *ygki tYsXi Wy

where P0; and PD; are the derived prices of improvements in oil and COD levels, yj is
income, /)21- is predicted visits and the E; is the ethnic dummy.

An important question arose at this point. Since not all hedonic prices from
the first stage were positive and even fewer were significant and positive, we were
uncertain as to whether observations on all prices should be included in the final
stage demand function. The results of two separate approaches are reported in Table

5. The first set of characteristics demand functions includes only those
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TABLE 5

Demand for Characteristics Using the Hedonic Travel Cost Approach
(Linear hedonic equation, inverse demand function)

Regressions include only positive prices:
N

Price Oil = .15 + .007 Oil* + .0004 COD* - .064 Ethnic.+ 2.9X1078 Inc - .011 Visits
(4.90)** (11.97) (2.46) (-6.28) (4.64) (-50.64)
: . : -9 A
Price COD = .007 + .00005 COD + .001 Oil - .004 Ethnic + 4.5X1077 Inc - .0007 Visits
(1.56) (2.12) (10.4) (-2.83) (4.74) (-22.33)
Regressions include all prices:
A
Price Oil = .06 + .0015 Oil + .0005 COD + .024 Ethnic + 2.19x10'8 Inc - .0035 Visits
(1.77)  (2.32) (3.17) (1.94) (3.05) (-15.98)

Pa)
Price COD = -1624 - 89.4 COD + 485.1 Qil - 7311.7 Ethnic + .002 Inc. - 375.5 yisits
(-.97) (-11.1) (15.26) (-11.75) (5.78) (-34.87)

* 0il and COD denote indices which increase with declining levels of these pollutants.

** t statistics are in parentheses



observations for which we have positive prices. The second set includes all
observations. The functions estimated on reasonable prices (the positive ones) did
not produce negative coefficients on own-prices. In both cases, both price
coefficients were significantly different from zero and positive. Only when negative
prices were included did we estimate a negative demand slope - and then only for COD.

Given the rather discouraging results using this form of the model, we chose to
follow the estimation procedures presented in Mendelsohn (1984). Here the first
stage regressions (i.e. the hedonic price equations) were nonlinear Box-Cox

transformations. We estimated

Y A i
jor Sl SN Aot B, (°-}\ ‘3 + A, (b_:;..‘>+ e,

(47) A

which allowed some flexibility in form as well as a "hedonic price" which was a
function of characteristic levels. Characteristics' prices can not be determined
directly from these results, but must be constructed from the derivation of equation
(47). There are, however, 25 price gradients for each characteristic. Only 11 of the
25 price gradients for COD produced positive prices and 16 of the 25 price gradients
for oil produced positive prices.

The next step of this procedure requires estimating instrumental variables for
characteristic prices (in addition to visits) before including these prices in the
characteristics demand function. Following Mendelsohn, the constructed prices were
regressed on income, the ethnic dummy and site dummies producing predicted prices.
This procedure did not appreciably increase the number of positive prices, however.

The final step of the procedure involves the estimation of characteristic demand
functions with quantity on the left hand side as opposed to price. The forms of
these functions are

A A A
O-i = +°‘1PO +’(2PD +°<3Y +°(4E +’<5X +U1

=¥o +\'1P0 205 *ysty *gEq Hyski + e
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Again we ran one set of regressions on observations which had only positive predicted
prices and a second set on all observations including negative prices. The results
are reported in Table 6.

Once again, those regressions which included only positive prices were
unsatisfactory. The own price coefficient was posiive and significant for oil and
insignificant (although negative) for COD. When both positive and negative prices
were included, however, both the oil and COD regressions behaved respectably. For
example, in the oil equation, the demand for cleaner water (less oil) decreased with
the "price" of cleaner water (in terms of oil) increased with the "price" of cleaner
water (in terms of COD), increased with income and decreased with total number of
trips taken. In the COD equation, the demand for less COD decreased with the price
of less COD and increased with the price of less oil. However the signs on income and
total (predicted visits) were reversed from the previous results.

There is an obvious difficulty in the above results. 'We are only able to
estimate negative demand slopes when we include nonsensical (negative) prices. One
can have little faith in the results of such regressions. Nonetheless we used the
one downward sloping demand function in the first set of results (linear hedonic
price and inverse demand function procedure) and calculated the consumer surplus (per
visit?) of a 10% change in COD. The result was an embarrassingly large number -
$39,529. Not trusting demand functions estimated from negative prices, we then
calculated welfare measures using the demand estimation which generated a negative
(albeit insignificant) price slope from the second procedure (Box-Cox hedonic
equation, quantity-dependent demand). The consumer surplus of a 10% change in COD
was calculated to be $450 (per visit?).

The application of the hedonic travel cost model to the Boston data set was far
from successful. The less than satisfactory results at each stage of the procedure

may result from our misunderstanding of the model. Alternatively, it could be that
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TABLE 6

Demand for Characteristics Using the Hedonic Travel Cost Approach
(Nonlinear hedonic equation, quantity dependent demands)

Regressions include only positive prices:
. N N 6 . .
0il* = 36.30 + 7.93 Price 0il + 3.89 Price COD + 1.6x10° Inc + 1.3 Ethnic + .08 Visits
(43.94)** (8.29) ( 1.91) (5.26)  (2.05) (5.1)

~ A A
COD* = 64.39 - .98 Price COD + 6.03 price Dil 4.SX106 Inc + 3.4 Ethnic - .206 Visits

Regressions include all prices:

A ~ : A
0il = 44,54 ~ 1.17 Price Qi1 + 8.79 Price COD + l.QXIO6 Inc - 1.17 Ethnic - .11 Visits
(110.9) (-2.57) (6.68) (9.2) (-5.19) (-17.34)

™~ : A
COD = 24.05 - 17.06 Price COD + 4.33 Price 0i1 - 4.1x108 Inc + 34.25 Etmnic + .37 Visits
(15.11) (-3.27) (2.40) (-5.01) (25.96) (14.62)

* 01l 'and COD denote indices which increase with declining levels of these pollutants.

*% ¢ statistics are in parentheses



the approach is appropriate only under very restrictive conditions which are violated

by many real world valuation problems.
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THE TOTAL VALUE OF WLDLI FE RESOURCES:
CONCEPTUAL AND EMPI RI CAL | SSUES

I I NTRODUCTI ON

A major issue in benefit-cost analysis is how to conceptualize the tota
benefits from environnental assets in a consistent and usable manner. Many
practitioners seemto agree that these benefits can be roughly grouped under
the general headings of "use" and "intrinsic" values (see Fisher and Raucher
1983). Use benefits are associated with the actual use of an environmenta
asset and intrinsic benefits conprise a catch-all category for all nonuse
benefits such as option values and existence benefits. However, considerable
confusion exists regarding the exact distinction between these categories. In
addition, the conponents of the intrinsic benefit category have not always been
clearly defined in a way that is internally consistent.

Partly because of these conceptual problens, the valuation of resources
often focuses on consunptive uses such as hunting, fishing and trapping.
Esoteric benefits such as existence val ues have been al nost conpletely ignored
and even nonconsunptive uses like viewng wildlife are rarely studied.}/ The
purpose of this paper will be to identify the conponents of total value and to

clarify the definitions of these various conponents in the context of wildlife

1/ Recent studies by Brookshire, Eubanks and Randall (1983), Stoll and

Johnson (1984) and Wl sh, Looms and G|l man (1984) are exceptions to this
statenent.



valuation.gl Specifically, the various types of use values will be discussed
and a theoretic definition of existence value will be proposed. Further, an
application to valuing two of Wsconsin's endangered species of wildlife wll
be presented.

1. CONCEPTUAL FRAMEWORK

A TRADI TI ONAL NOTI ON OF VALUE

Early benefit-cost anal yses focused nerely on the user benefits associated
with environnental assets. Later theoretical analyses incorporated the concept
of option value which was first introduced by Wisbrod (1964). The option
val ue concept was subsequently refined and clarified (Bishop 1982; Freenan
1984; G aham 1981; Hanemann 1985; and Smth 1983 and 1984a). Option value is
an adjustnent to the nonetary measure of welfare to reflect the uncertainty
consuners face when future states of the world are unknown. Recent
devel opments indicate that option value may be either positive or negative.
Thus, the maxinumthat an individual would be willing to pay to insure that an
environmental asset will be available in the future is termed "option price"
and consists of the expected value of H cksian surplus and option val ue, where
option value may be positive, negative or zero.

Consider the case of elk hunting. The choice problemfaced by an el k
hunter, under conditions of certainty, can be stated as

mx U X 2) (1.1)

X, Z

s.t. PX+PzZs5l (1.2)

The conceptual approach developed in this paper is applicable to the

val uation of other types of nonmarket resources when the peculiarity of
the resource in question is taken into consideration



where U(s) is a utility function, X is elk hunting, Zis a vector of narket

goods and servi ces, P is the price of elk hunting, P is a vector of narket
prices and | is income. The hunting argument is typically neasured in sone
unit of tine, e.g., trips, days, etc.él The cost of a unit of hunting is

interpreted as the price of hunting

Assuming this nmaxim zation problemis well behaved and can be sol ved, an

indirect utility function can be derived

v(e_,?_,I) = T (1.3)

The reference level of utility is U  The equivalent variation neasure of the

total value of elk hunting (8 IS given by
_ m
V(PX’PZ’I—BB.) - V(PX’PZ’I)

wher e Pz is the | owest price which is high enough that the individual would
choose not to hunt. All other prices are held constant at their existing
| evel s.  The argunent B, I's the maxi numthat the individual would pay to

mai ntain the opportunity to hunt elk rather than give it up conpletely.

3/

The inportant consideration is that people do derive satisfaction from
hunting regardl ess of the units of measure. Thus, we are not overly
concerned with the units of measure in the present discussion



The concepts of option price and option value arise when uncertainty is
i ntroduced into the valuation question.il Suppose that it is desirable to know
the value that elk hunters place on a hunt in a particular wldlife nanagenent
area. Individual elk hunters are certain that they will desire to hunt elk in
this wildlife management area, but that uncertainty arises as to whether this
area Wi Il be open to elk hunting due to an adm nistrative snafu. This sinple
exanple is equivalent to price uncertainty in a tinmeless world (see Bishop
1982). Option price in this sinple model, under conditions of "supply-side"
uncertainty in a timeless morldé/ s defined by
= - m

V(PX,PZ,I—BOPS) = wW(@_P ,I) + (1-mMV(P_,P ,I) (1.5)
wher e Bop I's a equival ent variation neasure of supply-side option price and

S
IT is the probability that the wildlife area will be open for elk hunting. The
| eft-hand side of equation (1.4) can be substituted into equation (1.5) to
yield the followng relation

V(PX,PZ,I—BOPS) = nV(Px,PZ,I) + (1-n)V(Px,PZ,I—Ba). (1.6)
Usi ng equation (1.6) and follow ng Bishop (1982), supply-side option value is

defi ned as

B, =B, - (I-MB_>0 (1.7)

4/ Qur intent is not to nake this another paper on option value. This sinple
exanple is merely intended to identify the option price concept and to
point out when option values occur. In the remainder of the paper we will
merely identify where uncertainty can enter the nodel giving rise to
notions of option price and option val ue.

The distinction between demand-side and supply-side uncertainty has been
made by Bi shop (1982) and Freenen (1985).



wher e Bov I's supply option value and the other synbols are as previously

defi ned. SIf sone of the sinplifying assunptions of the current nodel are

rel axed, the sign of supply-side option value is indetermnate (Chavas and

Bishop 1984). This result is consistent with the findings of Freeman (1985).
Now assune that elk hunters are uncertain as to whether they will desire

to participate in the hunt, but that it is certain that the wldlife managenment

area will be open to hunting. "Denand-side" uncertainty results in a slightly

different definition of option price. This is

- m -
R, TBgy ) (MR, I8, ) = WL, + (-mV(E,, 1) (1.8)

wher e Bopd IS a equivalent variation neasure of demand-side option price and 7
IS the probability that the individual will choose to participate in the hunt
at any price, i.e., hunting is not an argunent in the individual's utility
function. The left-hand side of equation (1.4) can be substituted into

equation (1.8) to yield the followng relation:

(RLR, T8, )+ (MY, I6 ) = (1.9)

ﬂV(PX,PZ,I—Ba) + (1—ﬂ)V(Pz,I).

This relationship can be used to derive demand-side option value. W wll not
derive denmand-side option value here as it is slightly nore conplicated than
suppl y-side option value and the derivation is a relatively straightforward

application of previous work by Bishop (1982) and Smith (1983). These authors



have shown that the sign of option value is indetermnate when an individual's
demand is uncertain.

The current nodel summarizes the sinple framework traditionally used for
consi dering consunptive use values for wildlife, e.g., hunting, fishing and
trapping. This nodel is not general enough in that it overlooks individuals
who are not hunters, but do participate in other types of uses of wldlife,
e.g., View ng, photographing, reading, etc. In addition, consunptive users may
also participate in these other activities. These other uses may need to be
i ncorporated specifically as argunments in the utility function as they may be
measured in different units than consunptive use or may have different per unit
prices, and they may also have different parameters in the utility function.
These ot her uses may al so have conpl ementary or substitute relations to
consunptive uses. Thus, a total valuation framework is needed which is much
broader. This is especially true for species of wildlife that are not hunted,

trapped or fished.

AN EXPANDED NOTI ON OF VALUE

Not only did early benefit-cost anal yses focus merely on use benefits, but
only a subset of such benefits were actually considered for enpirica
valuation. This was especially true in regard to the valuation of wildlife
resources (Brown and Nawas 1973; Gum and Martin 1975; and Davis 1964).§/ Only
consunptive use val ues such as hunting and fishing were typically estinated.
There are al so nonconsunptive use values associated with wildlife. For
8/ This is not to inply that these studies were poorly designed, but that

they nerely reflect the state of the art of nonmarket valuation at the
time they were conducted.



exanpl e, people visit National Parks and wildlife sanctuaries with the intent
of viewing wildlife. Bird watching is also an activity that some people enjoy.
People in the Northwest go out to watch the salnon runs, even if they never
plan to fish for salnmon. These nonconsunptive uses may be at |east as
inportant in value terns as hunting and fishing (see Fisher and Raucher 1983).

There is also a hazy area of use that is not associated with direct
contact with wildlife. Mny people never cone in contact with wildlife inits
natural habitat, but they do derive satisfaction fromit. Anong other
activities, they enjoy reading about wildlife, viewng pictures of wildlife
wat ching tel evision specials about wildlife, and visiting zoos. Another form
of indirect consunption arises when people benefit from sonme types of wildlife
research. These indirect users obtain satisfaction fromwldlife via the
consunption of goods and services that are derived fromwldlife.

The choice problemfor the el k valuation exanple can be expanded to
incorporate all three categories of use. The new choice problemis

Xi,Z

s.t.PX+P2ZsSI (2.2)

wher e X, is consunptive use (hunting), X, i s nonconsunptive use (view ng,

phot ogr aphi ng, etc.), X, I's indirect use, and P and X are now vectors that
reflect all three categories of use. The other synbols are as previously
defined. Any specific individual may participate in any one, or conbination
of, these uses. W include all three here for expository purposes.
Consunptive uses were referred to as "use" in the preceding section.

Nonconsunptive use could involve nerely viewng el k and, for a hunter, it could



be scouting for elk prior to hunting season. Nonconsunptive use could be
measured in some unit of tinme spent participating in the activity, as is done
to neasure consunptive use. Indirect use is nore difficult to characterize and
measure. One approach mght be to consider indirect use as a conposite good
and aggregate the tine spent in all types of indirect use. This is not an
entirely satisfactory procedure. For exanple, the consunption of the benefits
of wildlife research, very broadly defined, may not be anenable to a tinme
measure. This is an issue that requires further consideration. An additiona
I ssue of concern is related to the durability of books, movies, photographs,
and the like. It is possible for some types of indirect use to occur even when
a species no longer exists. One mght argue that the initial cost of durable
items fully covers the present value of future uses. If this is the case then
only new expenditures would need to be val ued.

The total value of elk for an individual who participates in all three

types of use is defined as

_ 1}

V(PX’PZ’I_Bb) - V(szPz9I) (23)
where By IS a equivalent variation neasure and P: Is the vector of |owest
possible prices that are high enough that all three categories of use are
zero.Z/ Simlarly, the conponent use values are defined as

_ i}
V(PX’PZ’I—BI) = V(le’sz’PXS’PZ,I) (24)

m

V(PX,PZ’I-BZ) = V(PX ’PX ’PX ’stI) (25)
1 2 3
1 It is inportant to realize that the follow ng condition generally hol ds:
m T sl Jul
P _#I[P_,P , P 1.
X Xl X2 X3



V(P ,P ,1-8,) = V(R ,P_ ,Pz B, 1) (2.6)
1 2 3
wher e Bi I's the respective equivalent variation nmeasure of value and the
superscript mindicates a price such that the respective category of use is
zero. Total value (Bb) iI's generally not the sum of the conponent use val ues.
This occurs because there may be conplementary or substitute relations anmong
the use argunents.

This expanded nodel highlights the fact that only neasuring consunptive
use value for a wildlife resource can result in an underestimte of tota
value. That is, if E, and By are positive, then only considering consunptive
use val ue (Bl)\M 'l yield an underestimte By - (There is not a direct relation
bet ween %.and B, as they are each defined in a different context.) Thus, it
IS necessary to consider all categories of use when estimating total value
Even if an estimate of consunptive use value is all that is desired, it is
still inportant to consider the status quo of the other categories of use.

Noti ons of option price and option value can be devel oped with respect to
each of the three use arguments. For exanple, uncertainty could arise with
respect to the price of any one use argument. Thus, it is not sufficient to
only ask whether the uncertainty is on the supply-side or the demand-side. It
s al so necessary to evaluate the source of the uncertainty. In turn, option
value is not merely a concept related to the potential for consunptive use of a
resource, but rather is the result of uncertainty wherever it occurs in the
choi ce problem

Finally, this expanded notion of value may still not be sufficient to
conceptualize the total value of a wildlife resource. Values that are not

associated with use may also be present.



A NOTI ON OF NONUSE VALUES

As an outgrowth of the option value discussion, Krutilla (1967) suggested
that people may val ue an environnental asset even though they are sure that
they will never personally use the resource in question. This is in direct
contrast to use values. Krutilla proposed two types of nonuse values. The
first is bequest value and is notivated by a desire to provide sone of a
resource for future generations. The second category is existence value and
arises fromthe know edge that a resource nerely exists. That is, many people
mght be willing to pay sone positive amount to know that a resource exists,
even though they are sure that they will never personally use it. It is also
concei vabl e that users and potential users of environnental assets may possess
exi stence or bequest val ues over and above their use values. [If this is the
case, the expected value of consumer surplus is not merely conprised of use
val ues.

Recent theoretical discussions have treated bequests and pure existence as
motivations for nonuse values and have referred to the entire category of
nonuse val ues as existence value (Bishop and Heberlein 1984; Fisher and Raucher
1983; McConnel | 1983; and Randall 1984). On the other hand, a recent enpirica
study attenpted to differentiate between bequest val ues and pure existence
val ues (\Walsh, Looms and G || man 1984).

I ndi vidual s who place a value on an environnental asset and are sure that
they will never use this resource nust be notivated by some formaltruism
Bequest values reflect altruismtoward future generations. The desire to know
that a natural environnment nerely exists reflects altruismtowards nature.
Several authors have argued or assumed that the basis for existence value is

altruism (MConnel | 1983; Randall 1984; and Randall and Stoll 1983). In

10



contrast, Smth (1984b) has alluded that altruismmy not be the only
motivation for existence values and appears to include indirect use as an
additional notivation. Randall (1984) and other authors who have considered
the components of total value either include indirect use as a use value as was
done in the preceding section or overlook it entirely. This discrepancy is due
to a fuzzy definition of the termexistence value. The broad definition used
by Smth (1984b) answers the practical question of what types of values are
m ssing when val uation studies overlook individuals who are certain to never
come in contact with a resource. Wiile this approach has some appeal the
narrower definition of existence value nmay be of nore help in the devel opnent
of appropriate estimtes of value

W argue that the term existence value should be used to refer to nonuse
values that arise due to altruistic notives. Thus, existence is a pure public
good. Values that arise fromindirect contact wwith a resource will be referred
to as indirect use values. W advocate these definitions due to their
intuitive and practical appeal. The nanes provide sone insight into the
characteristics of the categories. Mre inportantly, there is a theoretical
distinction that helps to clarify this definition of existence value. This is
the notion of weak conplementarity (Freeman 1979; and Miler 1974). Weak
conplenentarity inplies that people who do not demand a market good that is
dependent on the environmental asset being valued will not be willing to pay
any positive anount for the maintenance of the asset. Since there are not any
mar ket goods that are related to existence notivations based on altruism
met hods of valuation utilizing weak conplenentarity cannot be used to measure
existence values. Furthermore, this definition of existence value will aid in

t he devel opment of appropriate estimtes of value in enpirical applications.

11



That is, we believe that a careful consideration of the conponents of value and

the notivation for values can lead to nore precise estimtes of val ue.

MOTI VATI ON FOR EXI STENCE VALUES

The concept of pure existence value requires careful consideration
Randal | (1984) argues that existence values require sone type of use behavior
in order for individuals to have any know edge or recognition of a resource.
This coul d be either current use or prior use. O course, Randall is including
what we refer to as indirect use under the heading of use. M¢Connell (1983)
has suggested that infornmation about a resource may come to an individual as a
pure public good. For exanple, environmental groups do a considerabl e amount
of public education to further their causes. State and federal resource
agenci es al so disperse information about the environnent that has public good
characteristics. Therefore, information about wildlife may be available as a
public good. As a result, direct expenditures may not be a prerequisite for
pure existence values. On the practical side, and it does appear to be a
reasonabl e assunption that soneone who places an existence value on a natura
resource W Il seek to |earn nore about the resource. At the very least it is
plausi bl e that indirect use values may occur simultaneously wth existence
values for many wildlife resources. In turn, one would expect that an
I ndi vi dual who has existence notivations toward a resource is also a current or
previous user of the resource in some sense.

Randal | and Stoll (1983) have identified three types of altruismthat
could motivate existence values. These notivations are: interpersona
altruism intergenerational altruism and Qaltruism Interpersonal altruism

arises fromfeelings toward individuals in the current generation and

12



intergenerational altruismreflects feelings about future generations.
Qaltruismarises fromthe know edge of the pure existence of an environmenta
asset and is not related to other people. Bishop and Heberlein (1984)
identified five simlar categories of altruistic notives for existence val ues:
bequest notives, benevol ence towards friends and rel atives, synpathy for people
and ani mals, environmental |inkages and environmental responsibility.

Bi shop and Heberbein provided the follow ng justifications for each of
their suggested altruistic notives for existence val ues.

(a) Bequest notives - As Krutilla (1967) argued many years ago, it
woul d appear quite rational to will an endowrent of natural amenities as
wel | as private goods and noney to one's heirs. The fact that future
generations are so often mentioned in debates over natural resources is

one indication that their well-being, including their endownents of
natural resources, is taken seriously by sone present menbers of society.

(b) Benevolence toward relatives and friends. Gving gifts to
friends and relatives nay be even nore conmon than making bequests of
them Wiy should not such goals extend to the availability of natura
resources?

(c) Sympathy for people and animals. Even if one does not plan to
personal Iy enjoy a resource or do so vicariously through friends and
relatives, he or she may still feel sympathy for people adversely affected
by environnental deterioration and want to help them Particularly for
living creatures, synpathy may extend beyond humans. The same enotions
that |ead us to nurse a baby bird or stop to aid a run-over cat or dog may
wel | induce us to pay something to maintain ani mal popul ations and
ecosyst ens.

(d) Environnental linkages. A better term probably exists here.
Wiat we are driving at is the belief that while specific environmenta
damage such as acidification of Adirondack | akes does not affect one
directly, it is synptomatic of nore wide-spread forces that nust be
st opped before resources of direct inportance are also affected. To sone
extent this may reflect a sinple "you' ve-got-to-stop-'emsonewhere"
phil osophy. It may also reflect the viewthat if "we" support "them in
mai ntaining their environment, "they" wll support us.

(e) Environnental responsibility. The opinion is often expressed
that those who damage the environment should pay for mtigating or

avoiding future damage. In the acid rain case, there may be a preval ent
feeling that if "ny" use of electricity is causing danmage to ecosystens
el sewhere, then "I" should pick up part of the costs of reducing the

damage
13



Accepting the validity of these altruistic notivations is tantamunt to

acknow edgi ng the potential for existence values. A casual observation m ght
al so | ead one to suspect that existence values for a major wildlife resource
mght be positive. In fact, the case studies cited by Fisher and Raucher
(1983) indicate substantial existence values for several types of environnenta

assets, including wldlife.

THOUGHTS ON MODELI NG EXI STENCE MOTI VATI ONS

Becker (1974) and Chavas (1984) have nodel ed altruismin a general context
by incorporating the utility of others as arguments in the utility function of.
an altruistic individual. This is a questionable procedure. First, the
altruistic individual does not know the utility functions or utility levels of
others. Alternatively, an altruist may not feel that it is appropriate to
eval uate the satisfaction of others in terms of his or her own utility
function. Finally, intrinsic altruism(Qaltruism toward environnental assets
cannot be evaluated in terms of the utility of others

McConnel | has noted that it is only possible to recover a nonotonic
transformation of an individual's utility function. This neans that if a poor
person is better-off due to a food programan enpirical investigator can only
identify that the altruist derives positive marginal utility fromthe food
consunption of the poor person. In turn, it may be sufficient for enpirica
purposes that the poor person's consunption of food enters as an argument in
the altruist's utility function. No evaluation of the poor persons utility is
necessary for enpirical purposes other than that marginal utility is positive.

A reasonabl e approach may be to assume that an altruist knows that an

altruistic action will lead to an increase in utility for others or will |ead

14



to an inprovenent in the environment. In ternms of other people we are nerely
stating that the marginal utility of an altruistic action is positi